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ABSTRACT

The increasing proliferation of networked and geo-positioned mo-

bile devices brings about increased opportunities for Spatial Crowd-

sourcing (SC), which aims to enable effective location-based task

assignment. We propose and study a novel SC framework, namely

Task Assignment with Task Publication Time Recommendation.

The framework consists of two phases, task publication time recom-

mendation and task assignment. More specifically, the task publica-

tion time recommendation phase hybrids different learning models

to recommend the suitable publication time for each task to en-

sure the timely task assignment and completion while reducing

the waiting time of the task requester at the SC platform. We use

a cross-graph neural network to learn the representations of task

requesters by integrating the obtained representations from two

semantic spaces and utilize the self-attention mechanism to learn

the representations of task-publishing sequences from multiple per-

spectives. Then a fully connected layer is used to predict suitable

task publication time based on the obtained representations. In

the task assignment phase, we propose a greedy and a minimum

cost maximum flow algorithm to achieve the efficient and the op-

timal task assignment, respectively. An extensive empirical study

demonstrates the effectiveness and efficiency of our framework.

CCS CONCEPTS

• Networks → Location based services; • Information systems

→ Recommender systems.

KEYWORDS

task publication time recommendation, task assignment, spatial

crowdsourcing

ACM Reference Format:

Xuanlei Chen, Yan Zhao, and Kai Zheng. 2022. Task Publication Time Rec-

ommendation in Spatial Crowdsourcing. In Proceedings of the 31st ACM

International Conference on Information and Knowledge Management (CIKM

’22), October 17–21, 2022, Atlanta, GA, USA. ACM, New York, NY, USA,

10 pages. https://doi.org/10.1145/3511808.3557466

∗Corresponding author: Yan Zhao.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

CIKM ’22, October 17–21, 2022, Atlanta, GA, USA

© 2022 Association for Computing Machinery.
ACM ISBN 978-1-4503-9236-5/22/10. . . $15.00
https://doi.org/10.1145/3511808.3557466

1 INTRODUCTION

With the development and widespread use of GPS-equipped smart

devices and wireless mobile network (e.g., 5G network) in recent

years, people can move as sensors and participate some location-

based tasks such as monitoring traffic condition and reporting local

hot spots. Spatial Crowdsourcing (SC) is a recently proposed con-

cept and framework that has been widely used in many applications.

In SC, the platforms collect spatial tasks and require workers to

move to specific locations physically to complete the assigned tasks.

Extensive studies on SC [8, 20, 30, 36, 38, 41–43] have contributed

many techniques for task assignment in different application sce-

narios, which are based generally on the assumption that the task

publication time is specified by a task requester. However, in prac-

tice, unsuitable task publication time leads to a long waiting time

for task requesters at an SC platform or failure of task assign-

ment/completion. For example, if a task requester publishes a task

at a location where workers are insufficient at the current time or in

the near future, the task requester has to wait a long time at the SC

platform. In such a case, if the SC platform recommends a suitable

publication time for the task, the task requester does not need to

focus on the implementation of the task until the recommended

task publication time, which will facilitate the task requester. Addi-

tionally, when a task requester publishes a task in such a situation

where all workers are unavailable at the current time or in the

next few timeslots, it is likely to cause the failure of the timely task

assignment and completion.

Recent studies have explored recommendation problems in SC,

such as task recommendation [12, 14, 22, 23, 35]. Traditional task

recommendation methods capture worker preference using static

features, such as the inferred worker rates on tasks, worker skills

and task categories [2, 11]. For example, Ambati et al. [2] build

a worker preference model based on interests and skills, which

are learned from implicit or explicit feedback provided by workers

to recommend tasks. Yuen et al. [35] use the Probabilistic Matrix

Factorization (PMF) to learn worker preference based on worker

rates on tasks inferred from their interacting behaviours and task

categories. However, these methods ignore sequential patterns of

worker mobility traces. In addition, workers’ task execution time is

significant while modelling workers, which is largely overlooked by

existing methods. Also, most of the previous studies mainly focus

on the recommendation for workers, ignoring the importance of

task publication time recommendation for task requesters in SC.

To tackle these issues, we develop a data-driven SC framework,

called Task Assignment with Task Publication Time Recommenda-

tion (TAPR), that aims to enable effective task assignment with task
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publication time prediction. Specifically, the TAPR framework con-

sists of a task publication time recommendation and a task assign-

ment phase. In the first phase, given the historical task-publishing

sequence data, we firstly learn the representations of task requesters

in two semantic relations (i.e., requester-task and requester-timeslot

interactions) with a graph neural network, respectively. We design

a gate mechansim to integrate the two representations, which can

control the proportion of information in the two semantic spaces

in the final representations. Then we use the self-attention mecha-

nism to learn the multi-perspective relations of the task-publishing

sequences. Finally, we can predict the suitable publication time via

a fully connected layer. In the task assignment phase, we propose

a greedy algorithm that gives efficient task assignment based on

the recommended task publication time. For achieving the optimal

task assignment that maximizes the task completion rate while

minimizing the average waiting time of task requesters, we fur-

ther propose a Minimum Cost Maximum Flow (MCMF) algorithm

based on the publication time recommendation, where the task

assignment problem is transformed into a MCMF problem in a

network-flow graph.

In summary, our work has four primary contributions.

1) To the best of our knowledge, this is the first work in SC that

recommends task publication time for task requesters for ensuring

the timely task assignment and completion while reducing the

waiting time of task requesters at the SC platform.

2) We consider the multiple factors which may influcence the

task requester’s preference for task publication timeslot and use

the self-attention mechanism of Transform to capture the multi-

perspective relations of task-publishing sequences.

3) We propose a greedy and an optimal algorithm for achieving

efficient and effective task assignment.

4) We report on experiments using real data, offering evidence

of the effectiveness and efficiency of the proposed framework.

The remainder of this paper is organized as follows. In Section 2,

the proposed problem is given. Thenwe present the task publication

time recommendation model and the task assignment algorithms

in Section 3, followed by the experimental results in Section 4.

Section 5 introduces the related work. Finally, we conclude the

paper in Section 6.

2 PROBLEM DEFINITION

We proceed to present necessary preliminaries and then define the

problem addressed. Table 1 lists the notation used throughout the

paper.

Definition 1 (Spatial Task). A spatial task, denoted by 𝑠 =
(𝑞, 𝑙, 𝑟𝑡, 𝑝, 𝑒, 𝑟 ), has a task requester 𝑞, a location 𝑠 .𝑙 , a registration

time 𝑠 .𝑟𝑡 which must be earlier than or equal to the publication time,

a publication time 𝑠 .𝑝 , an expiration time 𝑠 .𝑒 , and a reward 𝑠 .𝑟 .

Definition 2 (Task-publishingHistory). Given a task requester

𝑠 .𝑞 who has published 𝑛 tasks in a time period, we define the task-

publishing history as a time-ordered task sequence, 𝑆
𝑠.𝑞
𝑝 = (𝑠1, 𝑠2, ..., 𝑠𝑛),

where 𝑠𝑖 .𝑝 ≤ 𝑠𝑖+1 .𝑝 (1 ≤ 𝑖 < 𝑛).

With spatial crowdsourcing, the query of a spatial task 𝑠 can be

answered only if a worker is physically located at that location 𝑠 .𝑙 .

Table 1: Summary of Notation

Symbol Definition

𝑠 Spatial task

𝑠.𝑞 Task requester of task 𝑠
𝑠.𝑙 Location of spatial task 𝑠
𝑠.𝑟𝑡 Registration time of spatial task 𝑠
𝑠.𝑝 Publication time of spatial task 𝑠
𝑠.𝑒 Expiration time of spatial task 𝑠
𝑠.𝑟 Reward of spatial task 𝑠
𝑆
𝑠.𝑞
𝑝 A historical task-publishing sequence of 𝑠.𝑞
𝑤 Worker

𝑤.𝑙 Current location of worker 𝑤
𝑤.𝑑 Reachable distance of worker 𝑤
𝑤.𝑜𝑛 Online time of worker 𝑤
𝑤.off Offline time of worker 𝑤
𝐴𝑊𝑆 (𝑠) Available worker set of task 𝑠
𝐴 A spatial task assignment

𝐴.𝐶 Task completion rate in task assignment𝐴
𝐴.𝑇 Total waiting time in task assignment𝐴

Note that with the single task assignment mode [16], an SC server

should assign each spatial task to only one worker.

Definition 3 (Worker). A worker, denoted by𝑤 = (𝑙, 𝑑, 𝑜𝑛, off ),
has a location𝑤.𝑙 , a reachable radius 𝑤.𝑑 , an online time 𝑤.𝑜𝑛, and
an offline time𝑤.off . The reachable range of worker𝑤 is a circle with

𝑤.𝑙 as the center and 𝑤.𝑑 as the radius, within which 𝑤 can accept

assignments.

A worker is online when being ready to accept tasks. After the

offline time, the worker cannot accept tasks. In our work, a worker

can accept and handle only one task at a time, which is reasonable

in practice.

Definition 4 (Available Worker Set). The available worker

set for a task s, denoted as AWS(s), is a set of workers that satisfy the
following conditions: ∀𝑤 ∈ 𝐴𝑊𝑆 (𝑠):

1) worker𝑤 is in an online mode, i.e.,𝑤.𝑜𝑛 ≤ 𝑡𝑛𝑜𝑤 ≤ w.off , and

2) task 𝑠 is located in the reachable range of worker𝑤 , i.e.,𝑑 (𝑤.𝑙, 𝑠 .𝑙)
≤ 𝑤.𝑑 , and

3) worker 𝑤 can arrive at the location of task 𝑠 before it expires,
i.e., 𝑡𝑛𝑜𝑤 + 𝑡 (𝑤.𝑙, 𝑠 .𝑙) ≤ 𝑠 .𝑒 ,

where 𝑡𝑛𝑜𝑤 is the current time, 𝑑 (𝑤.𝑙, 𝑠 .𝑙) is the travel distance
(Euclidean distance) between location 𝑤.𝑙 and location 𝑠 .𝑙 , and
𝑡 (𝑤.𝑙, 𝑠 .𝑙) is the travel time between𝑤.𝑙 and 𝑠 .𝑙 .

Definition 5 (Spatial Task Assignment). Given a set of work-

ers 𝑊 = {𝑤1,𝑤2, ...,𝑤 |𝑊 | } and a set of tasks 𝑆 = {𝑠1, 𝑠2, ..., 𝑠 |𝑆 | },
we define 𝐴 as a spatial task assignment, which consists of a set of

tuples of form (𝑤, 𝑠), where a spatial task 𝑠 is assigned to worker𝑤 ,

satisfying all the workers’ and tasks’ spatio-temporal constraints.

We use𝐴.𝐶 to denote the task completion rate in task assignment

𝐴, which is the ratio between the number of tasks completed before

expiration time and the total number of tasks. Besides, we use

𝐴.𝑇 =
∑
𝑠∈𝐴.𝑆 T (𝑠 .𝑞) to denote the total waiting time of all task

requesters in task assignment 𝐴, where 𝐴.𝑆 denotes the task set

of 𝐴, and T (𝑠 .𝑞) is the waiting time of task requester 𝑠 .𝑞 at the

SC platform that is the task duration of 𝑠 (i.e., elapsed time from

publication to completion of 𝑠). The problem investigated can be

stated as follows.

Publication Recommendation based Task Assignment (PR-

TA). Given a set of online workers 𝑊 and a set of tasks 𝑆 to be
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Figure 1: Framework Overview

published by task requesters at the current time instance on an

SC platform, our problem is to recommend a suitable publication

time for these tasks and find an optimal task assignment 𝐴𝑜𝑝𝑡 that

achieves the following goals:

1) primary optimization goal: maximize the task completion

rate., i.e., ∀𝐴𝑖 ∈ 𝐴 (𝐴𝑜𝑝𝑡 .𝐶 ≥ 𝐴𝑖 .𝐶), where 𝐴 denotes all possible

assignments.

2) secondary optimization goal: minimize the average waiting

time of task requesters without compromising the primary opti-

mization goal.

3 ALGORITHM

The main novelty of the Task Assignment with Task Publication

time Recommendation (TAPR) framework is that the SC server

learns the suitable task publication time for each task requester,

based onwhich the task assignment is performed. In this section, we

first give an overview of the framework, and then provide specifics

on each component in the framework.

3.1 Framework Overview

The TAPR framework is comprised of two components: task publi-

cation time recommendation and task assignment, as illustrated in

Figure 1.

The publication time recommendation component includes three

main parts: Task-related Representation Learning,Multi-perspective

Relation Learning, and Task Publication Time Prediction. Taking

the requester-task interaction data and requester-timeslot interac-

tion data which are obtained through the historical task-publishing

sequential data as input, we first construct two graph neural net-

works, i.e., requester-task and requester-timeslot graph neural net-

works. Then we use a cross-graph neural network to learn the

task-related representations (including task embeddings, task publi-

cation timeslot embeddings, and task requester embeddings). Next,

we adopt the self-attention mechanism of Transformer to find the

multi-perspective relations of the task-publishing sequences with

positional encoding and get their embeddings. After that, we con-

struct a fully connected layer to predict the task publication time

by taking the concatenation of the representations of the task-

publishing sequences and the corresponding task requesters as

fused embeddings.

The second component needs to assign tasks to suitable workers.

We first calculate the Available Worker Set (AWS) for each task,

from which we can select the most suitable worker for the task

during the subsequent task assignment. We propose a greedy task

assignment (GR) algorithm that tries to assign the nearest worker

to each task from the unassigned workers, until all the workers are

exhausted or all the tasks are assigned. To achieve the optimal task

assignment, we further design a Minimum Cost Maximum Flow

(MCMF) algorithm that balances the distance between workers and

tasks and the number of completed tasks.

3.2 Task Publication Time Recommendation

In this section, we introduce our proposed method for task publica-

tion time recommendation in detail. We predict the publication time

of tasks for the task requesters via a fully connected layer based

on the fused feature vectors of the task requesters obtained by the

cross-graph neural network and the vectors of the task-publishing

sequences encoded by the Transformer.

3.2.1 Task-related Representation Learning. Graph convolution

neural network (GCN) can deal with the data of graph structure

well and extract the features of data for model training. Based on

GCN, we add a cross component to transfer graph information from

different semantic spaces. By using the cross-graph neural network

to aggregate the graph information from requester-task interaction

graph and requester-timeslot interaction graph, we can obtain the

task-related representation containing richer semantic information,

which is beneficial for the recommendation.

Given the task-publishing sequences, we assume that there are

𝐾 task requesters𝑄 , 𝐿 tasks 𝑆 , and 𝑀 publication timeslots𝑇 . Then
a requester-task interaction matrix and a requester-timeslot inter-

action matrix can be defined as 𝑋𝐾×𝐿 = {𝑥𝑞𝑠 |𝑞 ∈ 𝑄, 𝑠 ∈ 𝑆} and
𝑌𝐾×𝑀 = {𝑦𝑞𝑡 |𝑞 ∈ 𝑄, 𝑡 ∈ 𝑇 }, respectively. Next, we set 𝑥𝑞𝑠 = 1 and

𝑦𝑞𝑡 = 1 when observing that a task requester 𝑞 publishes a task

𝑠 in timeslot 𝑡 in the task-publishing sequence. Otherwise, we set

𝑥𝑞𝑠 = 0 and 𝑦𝑞𝑡 = 0.

We can get two interaction graphs according to the interaction

matrix obtained from the historical task-publishing sequence data,

i.e., requester-task interaction graph 𝐺𝑞𝑠 (𝑉𝑞𝑠 , 𝐸𝑞𝑠 ) and requester-

timeslot interaction graph 𝐺𝑞𝑡 (𝑉𝑞𝑡 , 𝐸𝑞𝑡 ). Each node of 𝐺𝑞𝑠 repre-

sents a task requester or a task, and each edge of 𝐺𝑞𝑠 shows that
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there is an interaction between a task requester node and a task

node. Similar to 𝐺𝑞𝑠 , each node of 𝐺𝑞𝑡 represents a task requester

or a publication timeslot, and each edge of 𝐺𝑞𝑡 shows that there is

an interaction between a task requester node and a timeslot node.

The initial embeddings of a task requester, a task, and a task

publication timeslot are represented as 𝑸, 𝑺, 𝑻 , respectively, the
embedding sizes of which keep the same.

We adopt Light Graph Convolutional Neural (GCN) network [15]

rather than GCN to obtain task-related representation. Compared to

general GCN, Light GCN can extract the complicated topology from

requester-task and requester-timeslot interaction graphs by only

using the neighborhood aggregation. Layer combination is used

to replace the self-connections of nodes to achieve the same effect.

Except for that, Light GCN also cancels the nonlinear activation

function and the feature transformation matrix when performing

layer propagation, since both of the operations are not effective

and efficient enough for the training process of the model on rec-

ommendation [17, 29].

Firstly, we get the adjacency matrix of the requester-task graph

based on the requester-task interaction matrix 𝑋 , which is shown

in Equation 1.

𝐴𝑞𝑠 =

[
0 𝑋
𝑋𝑇 0

]
(1)

After getting the adjacency matrix, Light GCN can update the

node embeddings of each layer according to the aggregations of

their neighbors. During the updating process, we can extract fea-

tures of the requester-task interactions graph. The propagation

process of each layer is shown as follows:

[
𝑸 (𝑙1 )
𝑺 (𝑙1 )

]
= �̂�𝑞𝑠

[
𝑸 (𝑙1−1)
𝑺 (𝑙1−1)

]
, (2)

𝑸𝑞𝑠 =
𝑙1∑
𝑖=0

𝛼
𝑞𝑠
𝑖 𝑸 (𝑖 ) , 𝑺𝑞𝑠 =

𝑙1∑
𝑖=0

𝛼
𝑞𝑠
𝑖 𝑺 (𝑖 ) , (3)

where 𝐴𝑞𝑠 is a laplacian matrix, 𝐴𝑞𝑠 = 𝐷
− 1

2
𝑞𝑠 𝐴𝑞𝑠𝐷

− 1
2

𝑞𝑠 , 𝐷𝑞𝑠 is the

degree matrix of 𝐴𝑞𝑠 , and 𝑙1 denotes the number of layers in the

network. 𝑸 (𝑖) and 𝑺 (𝑖) represent the 𝑖-th layer feature of the task

requester and the corresponding task, respectively. As shown in

Equation 3, combined with features of each layer, we can get the

final task requester feature matrix 𝑸𝑞𝑠 and the task feature matrix

𝑺𝑞𝑠 in the requester-task interaction graph. 𝛼
𝑞𝑠
𝑖 is a learnable pa-

rameter used to denote the weight of the feature matrix of the 𝑖-th
layer when generating the final embeddings. Finding that learning

the weight parameter 𝛼𝑖 cannot promote the performance while

making the model more complicated, we give each layer the same

weight when calculating the final embeddings and the weight pa-

rameter 𝛼𝑖 = 1
𝑙1 + 1 .

As for the requester-timeslot graph, its adjacency matrix is simi-

lar to that of the requester-task graph and can be defined as follows.

𝐴𝑞𝑡 =

[
0 𝑌
𝑌𝑇 0

]
(4)

The propagation process of each layer in the requester-timeslot

graph is also similar to that of the requester-task graph. The equa-

tions are shown as follows:

[
𝑸 (𝑙1 )
𝑻(𝑙1 )

]
= �̂�𝑞𝑡

[
𝑸 (𝑙1−1)
𝑻(𝑙1−1)

]
, (5)

𝑸𝑞𝑡 =
𝑙1∑
𝑖=0

𝛼
𝑞𝑡
𝑖 𝑸 (𝑖 ) , 𝑻𝑞𝑡 =

𝑙1∑
𝑖=0

𝛼
𝑞𝑡
𝑖 𝑻(𝑖 ) , (6)

where 𝐴𝑞𝑡 is similar to 𝐴𝑞𝑠 , 𝐴𝑞𝑡 = 𝐷
− 1

2
𝑞𝑡 𝐴𝑞𝑡𝐷

− 1
2

𝑞𝑡 , 𝑸𝑞𝑡 denotes the
final feature vector of task requester, and 𝑻𝑞𝑡 denotes the final

feature vector of task publication timeslot in the requester-timeslot

graph.
After the above operations, we can obtain the embeddings of the

tasks, publication timeslots and task requesters in two semantic
spaces. Considering that embeddings with more semantic informa-
tion can be useful to achieve more personalized recommendation,
we design a gate mechanism to integrate the information in the
two semantic spaces and update the task requester embeddings by
Equation 7.

𝑸∗ = 𝑓 ∗𝑸𝑞𝑡 + (1 − 𝑓 ) ∗𝑸𝑞𝑠 , (7)

where 𝑸𝑞𝑠 and 𝑸𝑞𝑡 denote the feature vectors of the task requester

at the 𝑙1-th layer in𝐺𝑞𝑠 and 𝐺𝑞𝑡 , respectively. Next, 𝑓 denotes the

gate mechanism and its formula is as follows:

𝑓 = 𝜙 (𝑊 (𝑸𝑞𝑠 +©𝑸𝑞𝑡 + 𝑏), (8)

where 𝜙 represents the sigmoid function mapping the input values

to the range [0, 1], +© represents matrix concatenation,𝑊 and 𝑏
are learnable matrices.

Finally, we can obtain the final embeddings of task requester set

𝑸∗, task set 𝑺 , and publication timeslot set 𝑻 , which can be used in

the next component.

3.2.2 Multi-perspective Relation Learning. There are multiple fac-

tors which may influcence the task requester’s preference for task

publication timeslot. Therefore, in this part, we exploit the self-

attentionmechanism of Transformer [28] to learn themulti-perspect-

ive relations in the task-publishing sequences.

By summing the embeddings of the corresponding task, publica-

tion timeslot, and task position in the task-publishing sequence, we

can get a new entity embedding in the task-publishing sequence,

which can be calculated as follows:

𝒆𝑖 = 𝒔𝑖 + 𝑡𝑖 + 𝒑𝒐𝒔𝑖 , (9)

where 𝒔𝑖 denotes the embedding of task 𝑠𝑖 , 𝒕𝑖 ∈ denotes the em-

bedding of timeslot 𝑡𝑖 , and 𝒑𝒐𝒔𝑖 is the position embedding of the

task 𝑖 in the task-publishing sequence. After the multi-perspective

fusion, the previous embedding of task 𝑠𝑖 can be denoted by the

entity embedding 𝒆𝑖 .
After that, we can get the task-publishing sequence embedding

based on the embeddings of tasks in the sequence. Then we utilize

the self-attention mechanism of Transformer encoder to extract

the contextual information in the task-publishing sequence. The

basic propagation between layers can be defined as follows:

𝐻𝑙 = 𝑇𝑟𝑎𝑛𝑠 𝑓 𝑜𝑟𝑚𝑒𝑟 (𝐻𝑙−1), (10)

where 𝑙 ∈ [1, 𝑙2], 𝑙2 denotes the number of layers in Transformer

encoder, and 𝐻𝑙 denotes the output matrix containing contextual

information of the 𝑖-th layer. Each encoder layer of Transformer

consists of two sub-layers, which are multi-headed self-attention

mechanism and fully connected feed-forward network. The residual
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connection and normalisation are added to each sub-layer. The

propagation detail of each layer can be shown as follows:

𝑍𝑙 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 (𝑀𝐻𝐴(𝐻𝑙−1) + 𝐻𝑙−1), (11)

𝐻𝑙 = 𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚 (𝐹𝐹𝑁 (𝑍𝑙 ) + 𝑍𝑙 ), (12)

where 𝑀𝐻𝐴 is a multi-headed self-attention mechanism, and 𝐹𝐹𝑁
is a two-layer fully connected feed-forward network. In particular,

for the multi-headed self-attention mechanism of the Transformer,

the propagation process in the 𝑖-th layer can be shown in Equa-

tions 13-15:

Q𝑖 = 𝐻𝑙−1WQ
𝑖 , K𝑖 = 𝐻𝑙−1WK

𝑖 , V𝑖 = 𝐻𝑙−1WV
𝑖 , (13)

ℎ𝑒𝑎𝑑𝑖 = 𝑆𝑜𝑓 𝑡𝑚𝑎𝑥 (
Q𝑖K𝑇

𝑖√
𝑑𝑘

)V𝑖 , (14)

𝑍𝑙 = (ℎ𝑒𝑎𝑑1 +©ℎ𝑒𝑎𝑑2, ..., +©ℎ𝑒𝑎𝑑𝑛)W𝑂
𝑙 , (15)

where Q, K , and V denote the query, key, and value matrices,

which can be obtained by multiplying 𝐻𝑙−1 ∈ R𝒃 ×𝑑ℎ by weight

matrices WQ
𝑖 , WK

𝑖 , and WV
𝑖 ∈ R𝑑ℎ ×𝑑𝑘 , respectively. Next, 𝑑ℎ

denotes the hidden size, and 𝑑𝑘 denotes the dimension of a head. 𝑍𝑙
denotes the output matrix of a multi-headed self-attention in the 𝑙-
th layer, which can be obtained by concatenating the output matrix

of all heads. 𝑛 is the number of heads. We use W𝑂
𝑙

∈ R𝑑 ×𝑑ℎ to

denote the weight matrix when performing concatenation, where

𝑑 is the result of multiplying 𝑑𝑘 and 𝑛.

Finally, we can get the representation𝑍 of the entire task-publish-

ing sequence by averaging the representations of all tasks in the

sequence.

3.2.3 Task Publication Time Prediction. The goal of this part is

to predict the probability distribution of publication timeslots of

tasks that will be published by requesters. We split the day into 96

timeslots and choose to predict the publication timeslot of tasks

because of the sparsity of task-publishing sequences.

We construct a fully connected layer to predict task publication

time. The input of the layer can be obtained by concatenating the

vector of the task-publishing sequence with the vector of the task

requester, as shown in Equation 16.

𝑌𝑡 = 𝜌 (𝐹 (𝑸∗ +©𝑍 )), (16)

where 𝑸∗ is the feature vector of the task requester integrating

the information from two different semantic spaces, 𝑍 denotes the

vector of the task-publishing sequence, +© denotes concatenation,

and 𝐹 denotes a fully connected layer, the unit of which is 96 since

a day is divided into 96 timeslots. Next, 𝜌 is a softmax function, and

𝑌𝑡 is the prediction for the task publication timeslot.

We use the cross-entropy loss function as the loss function of the

task publication timeslot prediction, which is defined in Equation 17.

L𝑡 = −
𝐶𝑚,𝑡∑

𝑛

𝐷∑
𝑙

𝑌𝑡,𝑛𝑙 ln𝑌𝑡,𝑛𝑙 , (17)

where 𝐶𝑚, 𝑡 is the set of task-publishing sequence indices with

labelled publication timeslots, and𝐷 equals 96 (a day can be divided

into 96 timeslots) , which denotes the output dimension of 𝐹𝐶 . Next,
𝑌𝑡 denotes publication timeslots label indicator matrix.

The overall loss function of the prediction component can be

defined as follows:

L𝑙𝑜𝑠𝑠 = L𝑡 + 𝜆 ‖Θ‖2 , (18)

where 𝜆 denotes the 𝐿2 regularization coefficient. And all trainable

parameters of the model are included in Θ. After the training, the
publication timeslot of task 𝑠 can be calculated by max (𝑌𝑡,𝑛) under
the limitation of the task registration time and expiration time,

where 𝑛 denotes the index of the task-publishing sequence to which

task s belongs, and max (·) denotes the maximum function.

3.3 Task Assignment

In this section, we will present the task assignment algorithms,

which are based on the recommended publication timeslots of tasks.

Specifically, when a task requester requests to publish a task, we

give a recommended publication timeslot to the requester, based on

which we assign a suitable task to the requester. In the sequel, we

first detail how to generate available worker sets for tasks, which

will be used throughout the task assignment process, and then

propose two algorithms to assign tasks, including a Greedy (GR)

and a Minimum Cost Maximum Flow (MCMF) algorithm.

3.3.1 Available Worker Set (AWS) Generation. Given time instance

set, T = {𝑡, ..., 𝑡 + 𝑛}, a worker can only complete a small subset of

tasks because of the constraints of workers’ reachable distance and

valid time as well as tasks’ expiration time. As a result, given a set

of online workers and published tasks at time instance 𝑡 , we should
find the available worker set (𝐴𝑊𝑆 (𝑠)) for each task 𝑠 based on the

spatio-temporal constraints. Worker 𝑤 in 𝐴𝑊𝑆 (𝑠) should satisfy

the following conditions: ∀𝑤 ∈ 𝐴𝑊𝑆 (𝑠)
1) worker𝑤 is in an online mode, i.e.,𝑤.𝑜𝑛 ≤ 𝑡𝑛𝑜𝑤 ≤ w.off , and

2) task 𝑠 is located in the reachable range of worker 𝑤 , i.e.,

𝑑 (𝑤.𝑙, 𝑠 .𝑙) ≤ 𝑤.𝑑 , and
3) worker 𝑤 can arrive at the location of task 𝑠 before it expires,

i.e., 𝑡𝑛𝑜𝑤 + 𝑡 (𝑤.𝑙, 𝑠 .𝑙) ≤ 𝑠 .𝑒 ,
where 𝑡𝑛𝑜𝑤 is the current time, 𝑑 (𝑤.𝑙, 𝑠 .𝑙) is the travel distance

between location 𝑤.𝑙 and location 𝑠 .𝑙 , and 𝑡 (𝑤.𝑙, 𝑠 .𝑙) is the travel
time between location𝑤.𝑙 and location 𝑠 .𝑙 .

3.3.2 Greedy Task Assignment. After getting the 𝐴𝑊𝑆 (𝑠) of each
task 𝑠 , a simple strategy is to assign the nearest worker who is not

assigned yet to the task, until all the tasks are assigned or all the

workers are exhausted, which is called Greedy Task Assignment

(marked as GR) algorithm.

The execution process of GR is shown in Algorithm 1. The input

of Algorithm 1 is a worker set𝑊 , a task set 𝑆 and an empty task

assignment 𝐴 (line 2). During each iteration, the algorithm begins

to randomly select a task 𝑠 ∈ 𝑆 from the remaining ones and as-

signs the nearest worker who is not assigned yet in 𝐴𝑊𝑆 (𝑠) to the

selected task. And then the algorithm adds task 𝑠 to the task assign-

ment 𝐴 (lines 2–6). Finally, we can obtain the task assignment, 𝐴
(line 7).

3.3.3 MCMF-based Task Assignment. Taking the distance between

workers and tasks as the priority, we transform the task assignment

problem into a Minimum Cost Maximum Flow (MCMF) problem

based on the obtained available worker sets.
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Algorithm 1: Greedy Task Assignment

Input:𝑊, 𝑆
Output: A feasible assignment result 𝐴 and the

corresponding number of assigned tasks |𝐴|
1 𝐴 ← ∅ ;

2 for each task 𝑠 ∈ 𝑆 do

3 𝑂𝑝𝑡𝑤 ← find the nearest worker in 𝐴𝑊𝑆 (𝑠) ;
4 𝐴 = 𝐴 ∪ 𝑠 ;

5 𝑊 =𝑊 −𝑂𝑝𝑡𝑤 ;

6 𝑆 = 𝑆 − 𝑠 ;

7 return 𝐴 and |𝐴|

MCMF is based on a flow network-based graph in time instance

𝑡𝑖 and the graph can be denoted by 𝐺𝑖 = (𝑉 , 𝐸), in which 𝑉 and 𝐸
refers to the set of vertices and edges, respectively. Suppose that we

have a online worker set,𝑊𝑖 = {𝑤1, ...,𝑤𝑛} and an available task

set, 𝑆𝑖 = {𝑠1, ..., 𝑠𝑛} at time instance 𝑡𝑖 . Then we can conclude that

|𝑉 | and |𝐸 | is equal to |𝑊𝑖 | + |𝑆𝑖 | + 2 and |𝑊𝑖 | + |𝑆𝑖 | +𝑚, respectively,

where𝑚 denotes the number of available assignments satisfying

the spatial and temporal constraints for all the workers. Next, we

use |A𝑤𝑖 | to denote the number of available assignments for worker

𝑤 . Then𝑚 can be obtained by summing the number of available

assignments for all the workers, i.e.,𝑚 =
∑
𝑤∈𝑊𝑖

|A𝑤𝑖 |.
For the construction of vertices, we firstly create a source ver-

tice 𝑠𝑟𝑐 (denoted by 𝑣0) and a destination vertice 𝑑𝑠𝑡 (denoted by

𝑣 |𝑊𝑖 | + |𝑆𝑖 | + 1). And then we map each worker𝑤 𝑗 to a vertex 𝑣 𝑗 , and
each task 𝑠𝑘 to a vertex 𝑣 |𝑊𝑖 | +𝑘 , respectively.

c=1, w=0

c=1, w=0.6

c=1, w=0c=1, w=0.21

c=1, w=0.16
S3

S2

S1

W2

W2

W1

src dst

Figure 2: Flow Network-based Graph

There is an example of such a network flow graph with three

workers and three tasks at one time instance in Figure 2. The steps

of edge construction can be shown as follows:

1)We construct |𝑊𝑖 | edges to connect 𝑠𝑟𝑐 and the verticesmapped

from𝑊𝑖 . The capacity of each edge is set 1, since each worker can

only accept at most one task before one is completed at a time

instance. And the cost of these edges is set to 0.

2) We create |𝑆𝑖 | edges to connect the vertices mapped from 𝑆𝑖
and 𝑑𝑠𝑡 . Similar to the edge connecting 𝑠𝑟𝑐 and the vertices mapped

from𝑊𝑖 , the capacity of each edge is set to 1, because each task

can not be assigned to two or more workers at a time instance. The

cost of these edges is also set to 0.

3) We create an edge to connect the vertex 𝑣 𝑗 (mapped from

worker 𝑤 𝑗 ) to the vertex 𝑣 |𝑊𝑖 | +𝑘 (mapped from 𝑠𝑘 ) if 𝑠𝑘 can be

assigned to𝑤 𝑗 (i.e.,
〈
𝑤 𝑗 , 𝑠𝑘

〉
∈ A𝑤𝑗

𝑖 ) according to the constraints of

space and time. For the edge connecting the vertex 𝑣 𝑗 and 𝑣 |𝑊𝑖 |+𝑘 ,

its capacity is set to 1 and its cost is equal to the travel distance

from worker𝑤 𝑗 to task 𝑠𝑘 .
After the construction of vertices and edges, we can convert the

task assignment problem into a MCMF problem in the direct flow

graph 𝐺𝑖 from 𝑠𝑟𝑐 to 𝑑𝑠𝑡 , aiming to maximize flow of the graph

while minimizing the distance cost. Specifically, we maximize the

flow of the graph by using the Ford-Fulkerson [10] algorithm and

then minimize the distance cost with linear programming [16].

4 EXPERIMENTAL EVALUATION

Table 2: Statistics of Dataset

Dataset Gowalla

Number of users 52979

Number of Pois 121851

Number of check-ins 3300986

Density 0.0511%

Average time between 51.28 hours

Collection period 2009/02-2010/10

4.1 Experimental Setup

Data Preparation. The experiments are carried out on a real

dataset, Gowalla, which is an open source check-in dataset col-

lected from location-based social networks. Some basic statistics

of the dataset are demonstrated in Table 2. In Gowalla, the geo-

tagged check-ins are used to simulate our problem. Each user is

regarded as a task requester, each POI is regarded as a published

task, and its check-in time is regarded as the task publication time.

As Gowalla does not contain task registration time and task execu-

tion time, we randomly generate task registration time from range

[30𝑚𝑖𝑛, 75𝑚𝑖𝑛] based on the last check-in time of each check-in se-

quence and generate the task execution time from range [0, 75𝑚𝑖𝑛]
based on task publication time. For each task requester, we ran-

domly select a location of published tasks from his historical task-

publishing sequence as the location of the task requested to be

published. For each worker, we generate the locations of workers

following a uniform distribution within a 2D space (with latitude

from -80◦ to 80◦ and longitude from -150◦ to 150◦) and also uni-

formly generate the arrival times of workers according to the dis-

tribution of task registration time. Moreover, we set the granularity

of a time instance as 15 minutes (i.e., 10:00 am-10:15 am), during

which the task requests and available workers will be packed and

input to our framework. We run the algorithms from 12:00 am of

the day and try to assign tasks to the suitable workers in different

time instances (from the next time instance of the current time

instance to the previous time instance of the task deadline) in the

experiments.

Model Parameters. As for the model, Adam optimizer is used

to speed up the training process. After analyzing, we determine

the settings of the parameters. The learning rate is set to 0.001, the

batch size is set to 200, the 𝜆 is set to 1e-7, the embedding size is

set to 80, the dropout rate is set to 0.2, the number of layers of

the cross-graph neural network (𝑙1) is set to 3 and the number of

layers of Transformer encoder (𝑙2) is set to 3, and the number of self-

attention heads (𝑛) is set to 4. All the experiments are implemented

on an Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz, and NVidia

GeForce RTX 1080Ti GPU.
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4.2 Experimental Results

4.2.1 Performance of Task Publication Time Recommendation. We

first evaluate the performance of Task Publication Time Recom-

mendation (TPTR) phase. We split all the task-publishing sequences

into 80% for training and 20% for testing chronologically. For each

sample, we truncate the task-publishing sequences of the same

length (20 by default) [32].

Evaluation Methods.We perform an ablation analysis on our

Task Publication time Recommendation (TPR) model and take them

as baseline algorithms.

1) QS+QT: We adopt the light GCN to learn the embeddings of

task requesters, tasks, and timeslots through Requester-Task graph

(QS) and Requester-Timeslot graph (QT), and use the sum of the

two obtained task requesters embeddings as the final task requester

embeddings.

2) QS+QT+C: Based on QS+QT, we design a Cross graph (C) neu-

ral network to jointly learn the representations of task requesters

in different semantic spaces and control how much information

flows across two graphs.

3) QS+QT+MP: Based onQS+QT, we use Transformer to learn the

Multi-Perspective (MP) relations of the task-publishing sequence.

4) QS+QT+C+MP (TPR): We use both the Cross graph neural

network (C) and the Multi-Perspective (MP) components to predict

task publication timeslots for task requesters.

Metrics. To evaluate the accuracy of the above models, we adopt

the widely-used measure, 𝑅𝑒𝑐𝑎𝑙𝑙@𝑁 (𝑁 ∈ 1, 2, 3). For each task re-

quester, 𝑅𝑒𝑐𝑎𝑙𝑙@𝑁 indicates how well the top-𝑁 recommended

timeslots match the labeled publication timeslot and its four adja-

cent timeslots before and after.

Table 3: 𝑅𝑒𝑐𝑎𝑙𝑙@𝑁 of Different Methods for TPTR

Methods Recall@1 Recall@2 Recall@3

QS+QT 0.0996 0.1820 0.2567

QS+QT+C 0.1015 0.1836 0.2578

QS+QT+MP 0.1374 0.2227 0.2825

TPR 0.1425 0.2322 0.3037

Results. Table 3 shows the evaluation results. QS+QT only

combines the interactions of requester-task graph and requester-

timslot graph and performs worst. After adding the cross graph

neural work component or the multi-perspective component to the

initial model, the performance of the model is further improved,

i.e., QS+QT+C outperforms QS+QT by 0.41%–1.92% in terms of

𝑅𝑒𝑐𝑎𝑙𝑙@𝑁 (𝑁 = 1, 2, 3), and QS+QT+MP outperforms QS+QT by an

astounding margin (up to 37.91%). It shows the multi-perspective

component is more effective than the cross graph neural network

component. By adopting both of the two components above, the

TPR model gets the best performance, which demonstrates its su-

periority in task publication time recommendation.

4.2.2 Performance of Task Assignment. Next we evaluate the per-

formance of task assignment.

Evaluation Methods. We study the following methods.

1) DE+GR: The greedy task assignment method, where the task

registration time is directly regarded as the task publication time.

2) FQ+GR: The greedy task assignment method based on the

task publication time recommended by a frequency-based method

(FQ). FQ compares the difference between task publication time

and task execution time in historical data and selects the one with

the highest occurrence frequency, based on which FQ calculates

the recommended task publication time.

3) TPR+GR: The greedy task assignment method based on the

task publication time recommended by our model, TPR.

4) DE+MCMF: The MCMF task assignment method, where the

task registration time is directly regarded as the task publication

time.

5) FQ+MCMF: The MCMF task assignment method based on the

task publication time recommended by FQ.

6) TPR+MCMF: The MCMF task assignment method based on

the task publication time recommended by TPR.

Metrics. Three main metrics are compared among the above

algorithms, i.e., CPU time, completion rate of tasks, and average

waiting time of task requesters, for finding the final task assignment.

Table 4 shows our experimental settings, where the default values

of all parameters are underlined.

Table 4: Experiment Parameters

Parameter Value

The ratio between the number
of workers and that of tasks, |𝑊 |/ |𝑆 | 1, 1.5, 2, 2.5, 3

Valid time of tasks (h), e − p 0.5, 0.75, 1, 1.25, 1.5

Valid time of workers (h), off − on 0.25, 0.5, 0.75, 1, 1.25

Reachable distance of workers (km), 𝑟 2, 2.5, 3, 3.5, 4

Effect of |𝑊 |/|𝑆 |. We study the effect of |𝑊 |/|𝑆 |, the ratio be-

tween the number of workers and that of tasks, where the number of

workers is fixed to 3000. Intuitively, a high |𝑊 |/|𝑆 | value represents
a worker-dense area. In Figure 3(a), the CPU time of all the methods

decreases with the increase of |𝑊 |/|𝑆 |. Moreover, the CPU time

of the MCMF-related methods (i.e., DE+MCMF, FQ+MCMF, and

TPR+MCMF) declines faster than GR-related methods (i.e., DE+GR,

FQ+GR, and TPR+GR), since the time complexity of MCMFmethods

is higher and more affected by the total number of tasks and work-

ers than Greedy methods. As can be seen in Figure 3(b), as |𝑊 |/|𝑆 |
grows, the task completion rate decreases first (when |𝑊 |/|𝑆 | < 1.5)
and then increases (when |𝑊 |/|𝑆 | ≥ 1.5). All methods perform best

when |𝑊 |/|𝑆 | = 3, since each task has more candidate available

workers and more tasks can be completed in such a case. Also,

TPR-related methods (i.e., TPR+GR and TPR+MCMF) achieve the

highest task completion rate, followed by FQ-related methods (i.e.,

FQ+GR and FQ+MCMF) and DE-related methods (i.e., DE+GR and

DE+MCMF), which demonstrates the advantage of our TPR model

for task publication time recommendation. As is shown in Fig-

ure 3(c), the average waiting time of all methods except DE+GR

almost keeps stable with the increasing |𝑊 |/|𝑆 |, showing their good
scalability that can adapt to various |𝑊 |/|𝑆 |. The MCMF method

performs worse than the Greedymethod when combining with TPR

while it performs better than the Greedy method when combining

DE or FQ in terms of the average waiting time. This is because

MCMF must make a tradeoff between maximizing the number of

completed tasks and minimizing the distance from workers to tasks,

which leads to that MCMF cannot always reduce the average wait-

ing time compared to the Greedy method. Apparently, the average

waiting time of TPR-related methods is still less than others, which

demonstrates the superiority of TPR.

Effect of e − p. Next, we study the effect of e − p, the valid time

of tasks. As illustrated in Figure 4(a), we can see that the CPU time of
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Figure 4: Performance of Task assignment: Effect of e − p

all methods shows an upward trend, since longer valid time of tasks

means more tasks can be completed. AlthoughMCMF-related meth-

ods are more time-consuming than GR-related methods, the com-

puting efficiency of MCMF-related methods is acceptable. There is

no doubt that the task completion rate increases with the extension

of the task valid time. As can be seen in Figure 4(b), TPR-related

methods perform the best followed by FQ-related methods and

DE-related methods. Moreover, all MCMF-related methods except

DE+MCMF can always achieve a higher task completion rate than

GR-related methods, which shows the effectiveness of MCMF. As

for DE-related methods, they publish tasks directly without con-

sidering the ratio of tasks and workers at each time, which leads

to longer waiting time for task requesters. So the MCMF method

may sacrifice some task completion rate to achieve less waiting

time during task assignment. In Figure 4(c), the average waiting

time is on the rise when e − p increases, and TPR+GR achieves less

average waiting time compared to other methods.

Effect of off − on. Next, we study the effect of off − on, which

represents the valid time of workers. In Figure 5(a), with the in-

crease of off − on, the CPU time grows slowly for most methods.

Among all the methods, TPR-GR has the least CPU time. As shown

in Figure 5(b), the task completion rate of all the methods also in-

creases smoothly since more tasks can be completed when the valid

time of workers gradually extends. Moreover, MCMF-related meth-

ods still have the best performance compared to their counterparts.

Besides, TPR-related methods achieve a higher task completion

rate followed by FQ-related methods and DE-related methods. An-

other observation is that the average waiting time of all the methods

keeps stable when off − on increases, as depicted in Figure 5(c). And

not surprisingly, TPR-related methods achieve the least average

waiting time during task assignment.

Effect of 𝑟 . Finally, we study the effect of 𝑟 . In Figure 6(a), the

CPU time of MCMF-related methods shows an ascending trend

while that of GR-related methods shows a completely opposite

trend when 𝑟 grows. This is because the greater reachable distance

of workers accelerates the process of finding available workers for

GR-related methods while increasing the number of edges in the

network flow graph for MCMF-related methods, which leads to

more iterations. With the increasing reachable distance of workers,

the number of candidate available workers for tasks is enlarged,

which promotes the task completion rate of all the methods in

Figure 6(b). In addition, TPR+MCMF still achieves the highest task

completion rate among all the methods and TPR-related methods

are more outstanding than their counterparts. When 𝑟 = 2, all the

methods cannot assign tasks well but TPR-related methods still

perform the best. As illustrated in Figure 6(c), the average waiting

time of MCMF-related methods grows faster than that of GR-related

methods. This is because MCMF aims to achieve a higher task

completion rate globally and may not always choose the nearest

workers of tasks at each time when the number of available workers

of tasks grows.

5 RELATEDWORK

5.1 Task Assignment in Spatial Crowdsourcing

Spatial Crowdsourcing (SC) is an increasing popular category of

crowdsourcing in the era of mobile Internet and sharing economy,

where spatio-temporal tasks must be completed at a specific loca-

tion on time [27]. SC has attracted extensive attention from both

the academia and the industry [13, 18, 19, 31, 37–39], and there have

been many successful SC platforms such as GrubHub1 and Uber2.

1https://get.grubhub.com/
2https://www.uber.com/
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Figure 5: Performance of Task assignment: Effect of off − on
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Figure 6: Performance of Task assignment: Effect of 𝑟

Task assignment is considered as one of the most fundamental

challenges in SC [6].

An SC platform can assign tasks to suitable workers according

to different optimization objectives during task assignment such as

maximizing the total number of assigned tasks [26, 33], maximizing

the total payoff of workers [4, 9, 25], and minimizing the total travel

cost of the assigned workers [3, 7]. For example, Zhao et al. [40]

propose a preference-aware spatial task assignment system and

use a tensor-decomposition algorithm to learn worker preference,

based onwhich they assign tasks with theMinimumCostMaximum

Flow (MCMF) method, aiming to maximize the total number of task

assignments. Dickerson et al. [9] design an adaptive algorithm

based on an offline-guide-online technique with the purpose of

maximizing the total payoff of workers. It firstly solves a linear

program benchmark and then uses the offline solution to simulate

the online matching procedure.

5.2 Recommendation in Spatial Crowdsourcing

In SC systems, task recommendation can help workers to find their

appropriate tasks and task requesters to receive high-quality task

results [1, 5, 11, 21, 24, 34] recently. For task recommendation, Chen

et al. [5] study the offline scenario where all tasks are known in

advance, which is not practical in real-world applications. As an

improvement of the study [5], Yuan et al. [35] consider dynamic

scenarios of new workers and new tasks in an SC system and pro-

pose a Task Recommendation (called TaskRec) framework based on

a unified probabilistic matrix factorization to recommend suitable

tasks for workers. However, the above studies mainly offer task

or route recommendation for workers, which fall short in terms

of considering recommendation for task requesters. In this paper,

we focus on the task publication time recommendation from the

perspective of task requesters rather than that of workers.

6 CONCLUSION

Due to the rapid development of mobile technologies and dramatic

proliferation of advanced mobile devices equipped with sensors,

recent years witness the prosperity of the Spatial Crowdsourcing

(SC) market, which consists of location-specific tasks and requires

workers to physically be at specific locations to complete them. In

this paper, we offer solutions to a problem called Publication Recom-

mendation based Task Assignment in SC, aiming to enable effective

task assignment with the task publication time recommendation.

Specifically, we achieve task publication time recommendation by

jointly learning the representations of task requesters in different

semantic spaces with the cross-graph neural network and learning

the multi-perspective relations of the task-publishing sequences

with the self-attention. Based on that, we perform effective task

assignment in SC. To the best of our knowledge, this is the first

work in SC that recommends the publication time for a task re-

quester when a request is proposed and performs task assignment

based on the recommendation. Extensive experiments on real data

demonstrate the effectiveness of our proposed solutions.
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