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ABSTRACT

With the fast-paced development of mobile networks and the wide-

spread usage of mobile devices, Spatial Crowdsourcing (SC) has

drawn increasing attention in recent years. SC has the potential for

collecting information for a broad range of applications such as on-

demand local delivery and on-demand transportation. One of the

critical issues in SC is task assignment that allocates location-based

tasks (e.g., delivering food and packages) to appropriate moving

workers (i.e., intelligent device carriers). In this paper, we study a

loyalty-based task assignment problem, which aims to maximize

the overall rewards of workers while considering worker loyalty.

We propose a two-phase framework to solve the problem, including

a worker loyalty prediction and a task assignment phase. In the

first phase, we use a model based on an efficient time series predic-

tion method called Prophet and an Entropy Weighting method to

extract workers’ short-term and long-term loyalty and then predict

workers’ current loyalty scores. In the task assignment phase, we

design a Kuhn-Munkras-based algorithm that achieves the optimal

task assignment and an efficient Degree-Reduction-based algorithm

with minority first scheme. Extensive experiments offer insight into

the effectiveness and efficiency of the proposed solutions.

CCS CONCEPTS

• Networks → Location based services; • Human-centered com-

puting→ Empirical studies in collaborative and social com-

puting.
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1 INTRODUCTION

With the rapid development of online digital platforms, Spatial

Crowdsourcing (SC) has greatly changed people’s lifestyles by pro-

viding a new option to perform urban planning, logistics delivery,

and transportation trips [4, 18, 21, 27, 29, 32, 34, 38–41]. In SC,

task publishers post spatial tasks (e.g., same-city rush delivery and

food order delivery) to the SC server, assigning these spatial tasks

to online workers. Accepting a task, a worker moves to its speci-

fied location by the deadline to complete the task. Several studies

have investigated applications of SC and explored various task

assignment methods. For instance, Li et al. propose two online

algorithms, Greedy Dispatching (GD) and Balanced Dispatching

(BD), to achieve efficient fleet management for car sharing [16]. A

recent study [19] investigates the issue of leaking personal privacy

during task assignments. Liu et al. propose a deep reinforcement

learning and Blockchain empowered spatial crowdsourcing system,

which can obtain high throughput, low overhead, and data privacy

under various software-defined networking scenarios. However,

they ignore worker loyalty, which is one of the highest goals that

enterprises, including SC platforms, are pursuing. Since the pursuit

of loyalty as a strategic business goal is becoming prominent, the

constructs of user/worker loyalty have been gaining increasing

prominence in the marketing literature and business practice. For

example, a survey examining the relationship between worker loy-

alty and company growth has shown that worker loyalty is critical

for achieving quality within a company as well as for growth in

a company’s business performance [6]. Liu et al. investigate and

analyze the reasons for the decline in worker loyalty in the State

University of Gorontalo and propose the need to strengthen in-

centive programs to establish and improve worker loyalty [20].

Nevertheless, the traditional loyalty calculation and analysis meth-

ods are difficult to apply in SC since they require various worker

characteristics and factors, which SC platforms lack.

Considering that an SC platform requires a large number of

workers to perform tasks, worker loyalty is a critical factor in a

powerful SC platform, which ensures high and continuous worker

participation as well as job satisfaction [11–13, 22, 31]. In general,

worker loyalty determines worker performance, and high loyalty

will greatly stimulate workers’ creativity so that workers can give

full play to their potential capabilities and create greater value.

Worker loyalty can also reduce the replacement cost of the platform.

When the worker’s loyalty is reduced, it will be dissatisfied with

the platform for which it serves, causing worker churn. And the

platform will pay a greater cost in order to fill the gap of workers

leaving. Therefore, worker loyalty needs to be considered as a

first-class citizen in designing SC applications to ensure the stable
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functioning of the SC platform and worker participation. However,

it is difficult to calculate and predict worker loyalty in SC because

of two challenges. First, traditional user/worker loyalty calculation

relies on a large amount of business data, and the data of each user

is massive and multivariate. But in SC, the data of workers is sparse

and univariate, which cannot well reflect workers’ characteristics.

Second, previous studies calculate worker loyalty only based on

workers’ existing historical behavioral data and fail to capture the

latest worker loyalty dynamically, while in SC, workers’ loyalty is

fast-changing and depends on workers’ earnings and satisfaction

with the SC platform.

To address these unmet challenges, this study goes beyond state

of the art and develops a spatial crowdsourcing framework called

Task Assignment with Worker Loyalty Prediction (TA-WLP), which

consists of a worker loyalty prediction and a task assignment phase.

In the worker loyalty prediction phase, we regard the historical

data of workers and tasks as continuous time series. As a result, the

worker loyalty prediction problem can be modeled as a related time

series prediction problem. This phase is equipped with an efficient

time series prediction algorithm, Prophet, which can handle the case

where some outliers exist and can automatically predict the future

trend of the time series of workers performing tasks. We then adopt

an Entropy Weighting (EW) method to obtain workers’ short-term

and long-term loyalty scores and combine them to get the latest

worker loyalty. In the task assignment phase, we achieve the optimal

task assignment based on the Kuhn-Munkras (KM) algorithm. To

further improve the computational efficiency, we design a Degree-

Reduction-based algorithm, which utilizes a minority first scheme

for efficient task assignment.

Our main contributions can be summarized as follows:

1) We identify and study in-depth a new loyalty-based task as-

signment problem in the context of spatial crowdsourcing by taking

workers’ loyalty into account.

2) A loyalty prediction calculation method based on Prophet and

Entropy Weighting (EW) method is developed to estimate worker

loyalty considering workers’ short-term and long-term loyalty.

3) We propose two task assignment methods, i.e., the KM-based

and Degree-Reduction-based algorithms, to achieve the optimal

and efficient task assignment.

4) We report extensive experiments that offer insight into the

impact of key parameters and into the effectiveness and efficiency

of the proposed techniques.

The remainder of this paper is organized as follows. Section 5

surveys the related work, and Section 2 provides notation and

the proposed problem. In Section 3, a brief introduction of the

framework overview is given first, followed by a worker loyalty

prediction model and two task assignment algorithms. Section 4

gives experimental results, and we conclude the paper in Section 6.

2 PROBLEM DEFINITION

We proceed to present necessary preliminaries and then define the

problem addressed. Table 1 lists the notations used throughout the

paper.

Definition 1 (Spatial Task). A spatial task, denoted by 𝑠 =
(𝑙, 𝑝, 𝑒, 𝑟 ), has a location 𝑠 .𝑙 , a publication time 𝑠 .𝑝 , an expiration time

𝑠 .𝑒 , and a reward 𝑠 .𝑟 .

Table 1: Summary of Notations

Notations Definition

𝑠 Spatial task

𝑠.𝑙 Location of spatial task 𝑠
𝑠.𝑝 Publication time of spatial task 𝑠
𝑠.𝑒 Expiration time of spatial task 𝑠
𝑠.𝑟 Reward of spatial task 𝑠
𝑤 Worker

𝑤.𝑙 Current location of worker 𝑤
𝑤.𝑑 Reachable radius of worker 𝑤
𝐴 A spatial task assignment

𝐴.𝑟 Total reward in task assignment𝐴
A Spatial task assignment set

With SC, the query of a spatial task 𝑠 can be answered only if

space task 𝑠 is within the reachable radius 𝑤.𝑑 of the worker 𝑤
Besides, taking into account the expiration time of the spatial task,

the spatial task 𝑠 can be accepted and completed only if the online

worker arrives at 𝑠 .𝑙 before its deadline 𝑠 .𝑒 . Note that with the single
task assignment mode [14], an SC server assigns each spatial task

to a worker.

Definition 2 (Worker). A worker, denoted by 𝑤 = (𝑙, 𝑑), has
a location 𝑤.𝑙 , and a reachable distance 𝑤.𝑑 . The reachable range
of worker𝑤 is a circle with 𝑤.𝑙 as the center and 𝑤.𝑑 as the radius,

within which𝑤 can accept assignments.

Definition 3 (Spatial Task Assignment). Given a set of work-

ers𝑊 = {𝑤1,𝑤2, ...,𝑤 |𝑊 | } and a set of tasks 𝑆 = {𝑠1, 𝑠2, ..., 𝑠 |𝑆 | }, we
define 𝐴 as a spatial task assignment that consists of a set of tuples of

form (𝑤, 𝑠), where a spatial task 𝑠 is assigned to worker𝑤 satisfying

all the workers’ and tasks’ spatio-temporal constraints.

We use 𝐴.𝑟 to denote the total reward in task assignment 𝐴. The
problem investigated can be stated as follows.

Loyalty-based Task Assignment (LTA). Given a set of online

workers𝑊 and a set of tasks 𝑆 at the current time instance on an

SC platform, our problem is to find an optimal task assignment

𝐴𝑜𝑝𝑡 that achieves the following goals:
1) primary optimization goal: maximize the total reward among

workers, i.e., ∀𝐴𝑖 ∈ A (𝐴𝑜𝑝𝑡 .𝑟 ≥ 𝐴𝑖 .𝑟 ), where A denotes all possible

assignments; and

2) secondary optimization goal: maximize the total loyalty score

among workers.

3 ALGORITHM

We propose a Task Assignment with Worker Loyalty Prediction

(TA-WLP) framework to solve the LTA problem. We first give an

overview of the framework and then provide specifics on each

component in the framework.

3.1 Framework Overview

The Task Assignment with Worker Loyalty Prediction (TA-WLP)

framework (cf. Figure 1) is comprised of two components: worker

loyalty prediction and task assignment.

The first component is equipped with a Worker Loyalty Pre-

diction (WLP) model, which aims to predict the loyalty score for

each worker based on the worker’s historical task-performing data.

To this end, we first use the Prophet algorithm to estimate the
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Figure 1: Framework Overview

number of completed tasks, task completion ratio, and task comple-

tion evaluation score of each worker. We weight the three metrics

by introducing an Entropy Weighting (EW) method to assess the

short-term and long-term loyalty scores of workers. Finally, we pre-

dict the loyalty score for each worker by a fully connected neural

network layer.

In practice, an SC server must take measures to maintain worker

loyalty to ensure continuous and high worker participation and sat-

isfaction. The measures include assigning the high-loyalty workers

high-value tasks, such as tasks with high rewards or good posi-

tions. Therefore, in the task assignment component, considering

spatio-temporal constraints, i.e., workers’ reachable region and

tasks’ expiration time, we assign tasks to suitable workers while

giving high priority to high-loyalty workers. Specifically, we pro-

pose a Kuhn-Munkras (KM) algorithm that tries to achieve the

optimal task assignment that maximizes the total reward among

workers while prioritizing high-loyalty workers when assigning

tasks. We also develop a Degree-Reduction-based algorithm with

Minority First scheme (DRMF) to improve the efficiency of task

assignment.

3.2 Worker Loyalty Prediction

In this section, we introduce the Worker Loyalty Prediction (WLP)

model, which consists of three parts: worker performance predic-

tion based on Three-way Prophet, worker loyalty assessment with

EntropyWeighting (EW), and loyalty score prediction, the structure

of which is shown in Figure 2.

3.2.1 Worker Performance Prediction based on Three-way Prophet.

We introduce the Prophet algorithm for predicting worker per-

formance. In practice, worker loyalty is related to the worker’s

historical performance, such as the number of completed tasks, task

completion ratio, and task completion evaluation score. Therefore,

we use three different vectors as the inputs for Prophet, i.e., the

vector of the completed task number, the vector of task completion

ratio, and the vector of the task completion evaluation score.

For worker𝑤 , the vector of the completed task number is denoted

as (𝑡𝑖 , 𝑓𝑖 ), where 𝑡𝑖 represents a time interval and takes one day as

the unit. Next, 𝑓𝑖 represents the number of tasks completed at time

interval 𝑡𝑖 . The vector of task completion ratio reflects how many

tasks were not completed and is represented by (𝑡𝑖 , 𝑓𝑖 , 𝑛𝑖 ), where
𝑛𝑖 represents the number of accepted tasks at time interval 𝑡𝑖 (i.e.,
one day) in the historical data, and the remaining two elements

(i.e., 𝑡𝑖 and 𝑓𝑖 ) have the same meaning with the corresponding

elements in the vector of the completed task number. The vector

of task completion evaluation score is received by worker𝑤 after

completing tasks and is denoted as (𝑡𝑖 , 𝑓𝑖 , 𝑠𝑖 ), where 𝑠𝑖 represents
the average task evaluation score at time interval 𝑡𝑖 in the historical

data.

The historical task performance data for workers can be regarded

as time series data. In this time-series data, clear seasonal and other

cyclical effects exist, such as weekly and yearly cyclical changes.

These effects are naturally occurring and can be expected from

time series of historical human behavioral data. Considering that

Prophet [26] addresses these issueswell and has a good performance

when dealing with sequential data, we introduce it to our model to

predict the number of task completion, the task completion ratio,

and the task completion evaluation score.

The Prophet model divides the time series into a superposition

of three components. The first component represents the trend

function, which is used to represent the non-periodic variation in

the data. The second component is used to represent some periodic

variations, such as weekly, monthly. The last component represents

unpredictable and estimated variations caused by special reasons

such as specific holidays, festivals, etc. Finally, a noise term is added,

which is used to represent random fluctuations. We divide the his-

torical task performance data of workers into three components:

the number of tasks completed, task completion ratio, and task com-

pletion evaluation score. Then we implement worker performance

prediction using a three-way prophet, as shown in Figure 2.

Next, we illustrate worker performance prediction based on

Prophet, which is a decomposable time-series model [10] with

three main model components, i.e., trend, seasonality, and holidays.

They are combined in Equation 1.

𝑦 (𝑡 ) = 𝑔 (𝑡 ) + 𝑠 (𝑡 ) + ℎ (𝑡 ) + 𝜖𝑡 , (1)

where 𝑔(𝑡) is a trend function that fits non-periodic changes in a

time series, 𝑠 (𝑡) represents periodic variation, and ℎ(𝑡) represents
the effect of a special event (e.g., holidays). The error term 𝜖𝑡 rep-
resents any special variation that the established model does not

fit.

The calculation of 𝑔(𝑡) is shown in the following equations.

𝑎 𝑗 (𝑡 ) =

{
1 if 𝑡 ≥ 𝑡 𝑗
0 otherwise

(2)

𝑔 (𝑡 ) =
(
𝑘 + a(𝑡 )�𝜹

)
𝑡 +

(
𝑚 + a(𝑡 )�𝜸

)
, (3)

where 𝑘 is the base growth rate, 𝛿 denotes the amount of change

in the growth rate, and𝑚 is the offset parameter. In a real-time series,

the curve’s trend does not always remain the same, but at some

specific time or with some potential cycles, the curve will change,
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and the model defines the points corresponding to the change in the

growth rate 𝑘 , called change points. When the positions of change

points are assumed to be at timestamp 𝑆 = {𝑠1, 𝑠2, ..., 𝑠 |𝑆 | }, 𝛾 𝑗 is set
to −𝑠 𝑗𝛿 𝑗 to make the function continuous. The growth rate at any

time 𝑡 is expressed as 𝑘 +
∑
𝑗 :𝑡>𝑠 𝑗 𝛿 𝑗 . The rate at any time instance

𝑡 is the sum of the base rate 𝑘 and all of the adjustments before 𝑡 ,
𝑘 +

∑
𝑠 𝑗<𝑡 𝛿 𝑗 , where 𝛿 𝑗 denotes the adjustment at time instance 𝑠 𝑗 .

This is represented more clearly by defining a vector 𝑎(𝑡), which is

shown in Equation 2.

Due to the periodic behavior of humans, time series usually have

periodicity. For example, a five-day work week. To accommodate

and predict these effects, We have to specify a seasonal model as a

periodic function of 𝑡 , so we can use the Fourier series to generate

a suitable periodic model 𝑋 (𝑡), as shown in Equation 4, and then

obtain 𝑠 (𝑡), as shown in Equation 5.

𝑋 (𝑡 ) =

[
cos

(
2𝜋 (1)𝑡

365.25

)
, . . . , sin

(
2𝜋 (10)𝑡

365.25

)]
, (4)

𝑠 (𝑡 ) = 𝑋 (𝑡 )𝜷, (5)

where 𝜷 ∼ Normal
(
0, 𝜎2

)
, imposing a smoothing prior on the

seasonality.

Holidays and special events have an enormous impact on many

time series and often do not follow a cyclical pattern, so their

impact cannot be well modeled with smoothed cycles. The effect of

a particular holiday or event on a time series is often repeated, so

it is essential to include it in the forecast. Holiday effect model ℎ(𝑡)
is calculated in the following equations.

𝑍 (𝑡 ) = [1 (𝑡 ∈ 𝐷1) , . . . , 1 (𝑡 ∈ 𝐷𝐿) ] , (6)

ℎ (𝑡 ) = 𝑍 (𝑡 )𝜿 , (7)

where 𝐷𝑖 records the holidays and significant events that recur in

time and assigns a parameter 𝜅𝑖 to each holiday and event. As with

seasonality model, we use a prior 𝜿 ∼ Normal
(
0, 𝜈2

)
.

As we have discussed above, we combine the three models men-

tioned as Prophet. With the Three-way Prophet algorithm, we can

predict three workers’ metrics by three vectors, i.e., a vector of the

number of completed tasks, a vector of the task completion ratio,

and a vector of task completion evaluation score.

3.2.2 Worker Loyalty Assessment with Entropy Weighting (EW).

Traditionally, User/worker loyalty is related to the quality of ser-

vice received and satisfaction [30, 33, 35]. However, it cannot be

well applied in a field like SC since data related to workers is sparse

and single. It is difficult to determine whether a worker is loyal or

not. In addition, we cannot obtain tagged data in SC. To solve these

problems, we transform the worker loyalty problem into a problem

based on behavioral performance and introduce an EntropyWeight-

ing (EW) method [23, 28]. Unlike traditional methods of calculating

user/worker loyalty, we use EW to calculate worker loyalty in the

sparse data of SC. More specifically, given three performance met-

rics, i.e., the number of completed tasks, task completion ratio, and

task completion evaluation score of a worker, EW calculates the

weight of each worker to assess the level of loyalty a worker in the

whole worker group.

Each worker has a feature set, 𝑃𝑤𝑖 = {𝑝𝑖1, 𝑝𝑖2, 𝑝𝑖3}, which repre-

sent the three performance indexes of theworker, respectively. Next,

we introduce the calculation process of the EW method. Firstly, the

feature data are normalized to the unit interval using min-max

scaling, as shown in Equation 8. Then we calculate the entropy and

the weight of each indicator for worker𝑤𝑖 , where the proportion
𝑦𝑖 𝑗 of the 𝑗-th indicator 𝑝𝑖 𝑗 of worker𝑤𝑖 is calculated in Equation 9.

We continue to calculate the information entropy 𝑒 𝑗 of 𝑝𝑖 𝑗 . Finally,
we can get the weight 𝑘 𝑗 of each indicator of worker𝑤𝑖 in the final

calculation in Equation 11.

𝑝′𝑖 𝑗 =
𝑝𝑖 𝑗 −min

(
𝑝 𝑗

)
max

(
𝑝 𝑗

)
−min

(
𝑝 𝑗

) (8)

𝑦𝑖 𝑗 =
𝑝′𝑖 𝑗∑𝑚
𝑖=1 𝑝

′
𝑖 𝑗

(9)

𝑒 𝑗 =
1

lnm

𝑚∑
𝑖=1

𝑦𝑖 𝑗 ln 𝑦𝑖 𝑗 (10)

𝑘 𝑗 =
1 − 𝑒 𝑗∑
𝑗 1 − 𝑒 𝑗

(11)

Finally, each worker’s loyalty is calculated with weighted sum,

where 𝑙 is the loyalty score of each worker (cf. Equation 12).

𝑙 =
∑
𝑗

100𝑦𝑖 𝑗𝑘 𝑗 (12)

The Prophet uses data of different lengths to predict the three

performance data of workers, which EW assesses to obtain worker

loyalty. For assessing short-term and long-term worker loyalty, we

set the size of input data to 90 and 365, which correspond to three

months and one year of data, respectively. For predicting short-term

loyalty 𝑙𝑠 , an input instance consists of 90 task completion number

vectors, 90 task completion ratio vectors, and 90 task completion
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evaluation score vectors. When predicting long-term loyalty 𝑙𝑙 , the
number is changed to 365.

3.2.3 Loyalty Score Prediction. As mentioned before, the loyalty

scores are related to the three performance data in workers’ his-

torical data as well as the short-term and long-term performance

of workers. Therefore, EW calculates the data predicted by the

Prophet to assess the short-term and long-term loyalty of workers

would be concatenated and then passed through a fully connected

layer, by which the predicted loyalty scores are output. Finally, the

loyalty score tensor 𝐿𝑆 is obtained. The detailed steps are shown in

Equations 13 and 14.

𝐿𝑤 =𝑊𝑠𝑙𝑠 +𝑊𝑙 𝑙𝑙 + 𝑏𝑤 , (13)

𝐿𝑆 = [𝐿1, 𝐿2, 𝐿3, ...], (14)

where 𝐿𝑤 is the predicted loyalty score of worker𝑤 ,𝑊𝑠 and𝑊𝑙 are
the weight matrix, and 𝑏𝑤 is the bias.

3.3 Task Assignment

In the real-time scenario of spatial crowdsourcing problem, the dy-

namic arrival of workers and tasks requires the immediate response

and assignment of SC servers, and it is challenging to achieve a

global optimal solution to the worker loyalty-based task assign-

ment (LTA) problem. To improve worker loyalty and worker perfor-

mance, we will optimize worker task assignment at each instance

bymaximizing the current assigned total reward and worker loyalty

score and giving higher priorities to loyal workers. We propose two

task assignment algorithms: a Loyalty-aware KM Algorithm and a

Loyalty-aware Degree-Reduction-based algorithm with Minority

First scheme.

3.3.1 Loyalty-aware KMAlgorithm. Taking workers’ loyalty scores

as the priority of task assignment, we transform the LTA problem

into a Bipartite Maximum Weight Matching problem and apply the

KM algorithm to solve it.

For an undirected bipartite graph, it is represented by𝐺 = (𝑉 , 𝐸),
where𝑉 corresponds to the vertex set and 𝐸 corresponds to the edge

set. Given a set of online workers𝑊 = {𝑤1,𝑤2, ...,𝑤 |𝑊 | } and a set

of currently online unassigned tasks 𝑆 = {𝑠1, 𝑠2, ..., 𝑠 |𝑆 | }, the number

of𝑉 is equal to the sum of the numbers of𝑊 and 𝑆 . The assignable
task of worker𝑤𝑖 is represented by𝐴𝑆 (𝑤𝑖 ) and is positively related
to the predicted loyalty score of 𝑤𝑖 , where 𝐴𝑆 (𝑤) should satisfy

two conditions: ∀𝑠 ∈ 𝐴𝑆 (𝑤),𝑤 ∈𝑊 , the distance between worker

𝑤 and task 𝑠 less than the worker’s reachable radius 𝑤𝑑 , and the

worker𝑤 can reach the task location and complete the task before

the deadline 𝑠𝑒 of the task 𝑠 .
Since our goal is to maximize worker loyalty scores and total

task reward. If space task 𝑠 𝑗 can be assigned to worker 𝑤𝑖 , i.e.,

𝑠 𝑗 ∈ 𝐴𝑆 (𝑤𝑖 ). Then for each edge (𝑣𝑊𝑖 , 𝑣𝑆𝑗 ), its weight (denoted by

𝑤𝑒𝑖𝑔ℎ𝑡 (𝑣𝑊𝑖 , 𝑣𝑆𝑗 )) can be measured as worker loyalty score 𝑆 [𝑖] and

the reward of the spatial task 𝑠 𝑗 , i.e.,𝑤𝑒𝑖𝑔ℎ𝑡 (𝑣𝑊𝑖 , 𝑣𝑆𝑗 ) = 𝑤𝑠 ∗ 𝑆 [𝑖] +

𝑤𝑟 ∗ 𝑠 𝑗 .𝑟 , where 𝑤𝑠 is the weight of the loyalty score, 𝑤𝑟 is the
weight of the reward 𝑠 𝑗 .

Before introducing the Loyalty-aware KM algorithm, we first

introduce the FindTask algorithm. The FindTask algorithm is a

traversal algorithm used to find suitable tasks for workers. In the

algorithm, we compute the difference between the weight of the

Algorithm 1: FindTask Algorithm

Input: 𝑤𝑜𝑟𝑘𝑒𝑟 𝑤
Output: 𝐵𝑜𝑜𝑙

1 𝑆𝑤𝑜𝑟𝑘𝑒𝑟 [𝑤 ] = 𝑇𝑟𝑢𝑒 ;
2 for each task 𝑠 is adjacent to 𝑤 in𝐺 do

3 if 𝑆𝑡𝑎𝑠𝑘 [𝑠 ] then
4 continue;

5 𝑡𝑚𝑝 ← 𝑒𝑥𝑤𝑜𝑟𝑘𝑒𝑟 [𝑤 ] + 𝑒𝑥𝑡𝑎𝑠𝑘 [𝑠 ] − 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑣
𝑊
𝑤 , 𝑣

𝑆
𝑠 ) ;

6 if 𝑡𝑚𝑝 = 0 then

7 if A[s]=-1 𝑜𝑟 FindTask(A[s]) then
8 A[s]=𝑤;

9 return𝑇𝑟𝑢𝑒 ;

10 else

11 𝑠𝑙𝑎𝑐𝑘 [𝑠 ] =𝑚𝑖𝑛 (𝑠𝑙𝑎𝑐𝑘 [𝑠 ], 𝑡𝑚𝑝) ;

12 return 𝐹𝑎𝑙𝑠𝑒 ;

edge associated with two vertices and the expected sum of workers

and tasks. If the difference is equal to 0, it means that the current

task assigned to this worker is the best choice (line 5–6). If the task

has been assigned to another worker, we try to assign another task

to that worker (lines 7–9).

Algorithm 2: Loyalty-aware KM Algorithm

Input:𝐺
Output: 𝐴

1 𝐴← [−1,−1, ...];

2 𝑇𝑡𝑎𝑠𝑘 ← [0, 0, ...];

3 𝑠𝑙𝑎𝑐𝑘 ← [𝐼𝑁𝐹, 𝐼𝑁𝐹, ...];

4 for each worker 𝑤 ∈𝑊 do

5 𝑇𝑤𝑜𝑟𝑘𝑒𝑟 [𝑤 ] ←𝑚𝑎𝑥 (𝑤𝑒𝑖𝑔ℎ𝑡 (𝑣𝑊𝑤 , 𝑣
𝑆
𝑠 )) ;

6 for each worker 𝑤 ∈𝑊 do

7 Set both 𝑙𝑒 𝑓 𝑡𝑡𝑎𝑠𝑘 and 𝑟𝑖𝑔ℎ𝑡𝑤𝑜𝑟𝑘𝑒𝑟 to False;

8 if FindTask(𝑤) then
9 break;

10 else

11 d=𝐼𝑁𝐹 ;

12 for each task 𝑠 ∈ 𝑆 do

13 if ! 𝑙𝑒 𝑓 𝑡𝑡𝑎𝑠𝑘 [𝑠 ] then
14 d=min(d,𝑠𝑙𝑎𝑐𝑘 [𝑠 ]);

15 for each worker 𝑤 ∈𝑊 do

16 if 𝑟𝑖𝑔ℎ𝑡𝑤𝑜𝑟𝑘𝑒𝑟 [𝑤 ] then

17 𝑇𝑤𝑜𝑟𝑘𝑒𝑟 [𝑤 ]− = 𝑑 ;

18 for each task 𝑠 ∈ 𝑆 do

19 if 𝑙𝑒 𝑓 𝑡𝑡𝑎𝑠𝑘 [𝑠 ] then
20 𝑇𝑡𝑎𝑠𝑘 [𝑠 ]+ = 𝑑 ;
21 else

22 𝑠𝑙𝑎𝑐𝑘 [𝑠 ]− = 𝑑 ;

23 return 𝐴;

The KM task assignment algorithm is shown in Algorithm 2,

which is used to determine the complete match with the largest

sum of weights of the bipartite graph, that is, the best match. For
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a given weighted bipartite graph 𝐺 , it consists of two vertex sets,
𝑉𝑆 and 𝑉𝑊 . First, for each vertex in 𝑉𝑊 , its expectation is equal

to the maximum weight among the edges associated with it in

the graph 𝐺 (lines 4–5). Second, Algorithm 2 performs a traversal

search for worker𝑤 through the FindTask function (line 8) to find

a current task match. Third, if𝑤 fails to match a task, we adjust the

expectations of workers and the last matched tasks and adjust the

expected relationship between workers and tasks, so that workers

and tasks have more choices (lines 10–22). Finally get the total task

allocation 𝐴 (line 23).

3.3.2 Loyalty-aware Degree-Reduction-based Algorithm With Mi-

nority First Scheme (DRMF) . Taking workers’ loyalty scores and

tasks’ rewards as the priority of task assignment, we propose a

Degree-Reduction-based algorithm with Minority First scheme

(DRMF) to solve it.

We first transform the task assignment problem into a directed

weighted bipartite graph. The graph is represented by 𝐺 = (𝑉 , 𝐸)
with 𝑉 corresponding to the set of vertices and 𝐸 the set of edges.

Given a set of online workers,𝑊 = {𝑤1,𝑤2, ...,𝑤 |𝑊 | }, and a set of

available tasks, 𝑆 = {𝑠1, 𝑠2, ..., 𝑠 |𝑆 | } at the current time, the available

workers for spatial task 𝑠 (𝑠 ∈ 𝑆), denoted as 𝐴𝑊 (𝑠) , and the

available tasks for worker𝑤 (𝑤 ∈𝑊 ), denoted as𝐴𝑆 (𝑤). The other

settings are the same as mentioned in Section 3.3.1. Specifically,

in our directed weighted bipartite graph, for each edge (𝑣𝑊𝑖 , 𝑣𝑆𝑗 ),

its weight (denoted by 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑣𝑊𝑖 , 𝑣𝑆𝑗 )) with different directions

correspond to different weights. For each spatial task 𝑠 𝑗 ∈ 𝑆 , the

edge from 𝑣𝑆𝑗 mapped from 𝑠 𝑗 ∈ 𝑆 to the vertex 𝑣𝑊𝑖 mapped from

𝑤𝑖 ∈ 𝑊 , its weight can be measured as the loyalty score of the

worker 𝑤𝑖 . For each worker 𝑤𝑖 ∈ 𝑊 , the edge from 𝑣𝑊𝑖 mapped

from𝑤𝑖 ∈𝑊 to the vertex 𝑣𝑆𝑗 mapped from 𝑠 𝑗 ∈ 𝑆 , its weight can

be measured as the reward of the spatial task 𝑠 𝑗 .

Algorithm 3: Degree-Reduction-based Greedy Algorithm

Input:𝑊,𝐴𝑆,𝐴𝑊
Output: 𝐴

1 𝐴← ∅;

2 while |𝑊 | > 0 do

3 for each worker 𝑤 ∈𝑊 do

4 calculate the degree𝐶 (𝑤) of 𝑤;

5 if !𝐶 (𝑤) then
6 remove 𝑤 from𝑊 ;

7 𝑤𝑡𝑚𝑝 ←𝑚𝑖𝑛 (𝐶 (𝑢)) ;

8 𝐴𝑆 (𝑤𝑡𝑚𝑝 ) ← Sort 𝐴𝑆 (𝑤𝑡𝑚𝑝 ) in descending order of 𝑟𝑒𝑤𝑎𝑟𝑑 ;

9 𝑡𝑡𝑚𝑝 = 𝐴𝑆 (𝑤𝑡𝑚𝑝 ) [0]

10 𝐴 ∪ [(𝑤𝑡𝑚𝑝 , 𝑡𝑡𝑚𝑝 ) ];

11 𝑤𝑙𝑖𝑠𝑡 = 𝐴𝑊 (𝑡𝑡𝑚𝑝 )

12 for each worker 𝑤 ∈ 𝑤𝑙𝑖𝑠𝑡 do

13 if 𝑡𝑡𝑚𝑝 ∈ 𝐴𝑆 (𝑤) then
14 remove 𝑡𝑡𝑚𝑝 from 𝐴𝑆 (𝑤)

15 clear 𝐴𝑆 (𝑤𝑡𝑚𝑝 )

16 return 𝐴;

Before introducing the DRMF algorithm, we will first introduce

the Degree-Reduction-based (DR) greedy algorithm. It is a greedy

algorithm based on a bipartite graph. The greedy algorithm is to

utilize a degree reduction strategy. It only allocates to one of the

vertex sets of the bipartite graph.

The DR algorithm is shown in Algorithm 3. We introduce the

example of priority allocation to workers. Before𝑊 is empty, we

calculate the degree of each node 𝑤 ∈ 𝑊 , denoted as 𝐶 (𝑤), and

if 𝐶 (𝑤𝑖 ) is zero, remove𝑤𝑖 from𝑊 , to reduces the search time of

our algorithm and ensure that all the nodes𝑤𝑖 we find have edges

connected to them (lines 3–6). Finding the smallest |𝐶 (𝑤𝑖 ) |, the
node 𝑣𝑊𝑖 is mapped from 𝑤𝑖 ∈ 𝑊 . Those task nodes connected

with 𝑣𝑊𝑖 ∈𝑊 are 𝐴𝑆 (𝑣𝑊𝑖 ) (line 7). If 𝐴𝑆 (𝑣𝑊𝑖 ) is not empty, we can

find the task node 𝑣𝑆𝑗 mapped from 𝑠 𝑗 ∈ 𝑆 with the largest weight,

and thus (𝑣𝑊𝑖 , 𝑣𝑆𝑗 ) is a worker-task matching (lines 8–10). Then we

update 𝐴𝑆 (𝑣𝑆𝑗 ), where 𝑢𝑖 ∈ 𝐴𝑊 (𝑣𝑆𝑗 ), and delete node 𝑣𝑆𝑗 in 𝐴𝑆 (𝑢𝑖 )

to indicate that task 𝑣𝑆𝑗 has been assigned. Such a result ensures

that all node degrees in 𝐴𝑆 (𝑣𝑊𝑖 ) will be reduced by 1. Finally we

clear 𝐴𝑆 (𝑣𝑊𝑖 ) (lines 11–15).

Algorithm 4: Degree-Reduction-based Algorithm With

Minority First Scheme

Input:𝑊,𝑆
Output: 𝐴

1 𝐴← ∅;

2 for each worker 𝑤 ∈𝑊 do

3 Predict the loyal score of 𝑤;

4 for each task 𝑠 ∈ 𝑆 do

5 𝐴𝑊 (𝑠) ← Find the set of available workers of 𝑠 ;

6 for each worker 𝑤 ∈𝑊 do

7 𝐴𝑆 (𝑤) ← Find the set of available tasks of 𝑤;

8 if |𝑊 | > |𝑆 | then
9 𝐴 = DR(𝑆,𝐴𝑆,𝐴𝑊 )

10 else

11 𝐴 = DR(𝑊,𝐴𝑆,𝐴𝑊 )

12 return 𝐴;

TheDegree-Reduction-based algorithmwithMinority First scheme

is shown in Algorithm 4. Given a bipartite graph 𝐺 , which is com-

posed of two vertices sets 𝑉𝑆 and 𝑉𝑊 . We first determine the exe-

cutable tasks for each worker and the available workers for each

task (lines 4–7). Then we determine whether there are more work-

ers or more tasks and prioritize the allocation of the few, trying to

have as many worker-task matches as possible at the end of the

allocation, by using the DR algorithm (lines 8–11).

4 EXPERIMENTAL EVALUATION

4.1 Data Preparation

We use the check-in dataset from Yelp to simulate the problem we

want to solve, which is a common choice and practice in studying

SC platform problems [2, 5, 7, 14, 36]. We simply filter the data,

here we select the user data with the total number of comments

more than 20 and the number of comments more than 10 before

2019-09-15 23:23:59 in the entire dataset so that the experimental

data we get will be more real. For the filtered dataset, it includes
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156,483 POIs and 16,262 users. In our experiments, we assume that

all tasks are assigned to online workers at some time period in the

near future, i.e. 2019-12-15 23:23:59. We assume that the users are

workers in the SC system, and their latest location is the location

of the most recent check-in point, and each POI is assumed to be

a task to be assigned in the SC system. For each POI, we use its

location and stars as the location and reward of a task, respectively.

Checking in a POI is equivalent to accepting a task. For each worker

(i.e., each user), we use the average rating stars of other workers

when a worker checks in a POI (i.e., a task) as the task completion

ratio of the worker. We use the linear weighted sum of the amount

of change in a worker’s follower count and the total follower count

to denote the worker’s true loyalty score. The distance is calculated

by the Euclidian distance. All the algorithms are implemented on an

Intel (R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz, and NVidia GeForce

RTX 1080Ti GPU.

4.2 Experiment Results

4.2.1 Performance of Worker Loyalty Prediction. We first evaluate

the performance of worker loyalty prediction.

EvaluationMethods. Seven baseline algorithms are introduced

to compare with our Worker Loyalty Prediction (WLP) model.

1) LR: A Linear Regression algorithm [9], which is a statistical

analysis method that uses regression analysis in mathematical sta-

tistics to determine the quantitative relationship between two or

more variables. The expression is: 𝑦 = 𝑤1𝑥1 + 𝑤2𝑥2 + 𝑤3𝑥3 + 𝑏,
where 𝑥1, 𝑥2, 𝑥3 are historical data (i.e., the number of completed

tasks, task completion ratio, and task completion evaluation score)

and y represents the worker loyalty score predicted in our problem.

2) 𝑘-means: A 𝑘-means algorithm [1] that is a division-based

clustering algorithm constructing 𝑘 divisional clusters based on

a given data set with 𝑛 data objects. We set the value of k to 5,

which denotes 5 levels of worker loyalty, respectively, and input

the historical task performance data of workers into K-means to get

5 clusters, where the data similarity of workers in the same cluster

is higher, which means the workers’ loyalty is similar.

3) WLP-S: A variant of WLP, which removes the short-term

loyalty and fully connected layer component.

4) WLP-L: A variant of WLP, which removes the long-term loy-

alty and fully connected layer component.

5) WLP-E: A variant of WLP, which removes the Evaluation-

Prophet when predicting worker performance.

6) WLP-R: A variant of WLP, which removes the Ratio-Prophet

when predicting worker performance.

7)WLP-N: A variant ofWLP,which removes theNumber-Prophet

when predicting worker performance.

Metrics. To evaluate the accuracy of worker loyalty prediction,

we adopt a standard evaluation metric, Mean Square Error (MSE).

We set the number of workers to 2000, 4000, 6000, 8000, and 10000

for testing. For simplicity, we assume that all the workers share the

same speed.

Results.We report the MSE values of the methods in Table 2. Re-

gardless of the number of workers, we observe that the WLP model

always outperforms the two baselines and several of its variants,

compared with 𝑘-means, WLP outperforms 𝑘-means by 85%–102%,

thus showing the benefits of predicting three performance data

Table 2: Accuracy of Worker Loyalty Prediction

Methods
Number of workers

2000 4000 6000 8000 10000

LR 4.56 4.43 4.43 4.37 4.22

K-means 6.31 6.17 6.26 6.09 5.91

WLP-S 3.19 3.23 3.20 3.18 3.20

WLP-L 3.12 3.21 3.13 3.15 3.18

WLP-E 3.27 3.32 3.29 3.30 3.36

WLP-R 3.17 3.25 3.23 3.22 3.28

WLP-N 3.38 3.47 3.47 3.44 3.51

WLP 3.11 3.17 3.09 3.11 3.15

for workers and assessing short-term and long-term loyalty, and

demonstrating the superiority of WLP in predicting worker loyalty.

4.2.2 Performance of Task Assignment. In this set of experiments,

we evaluate the performance of task assignment.

Evaluation Methods.We study the following algorithms.

1) KM: The KM task assignment algorithm that does not consider

worker loyalty.

2) DRMF: The Degree-Reduction-based algorithm with Minority

First scheme that does not consider worker loyalty.

3) KM+WL: The KM algorithm based on the worker loyalty

predicted by WLP.

4) DRMF+WL: The DRMF algorithm based on the worker loyalty

predicted by WLP.

Metrics. Three metrics are compared among the methods: i.e.,

CPU Time for finding the task assignment, Total Reward, and Total

Loyalty Score of workers. Table 3 shows our experimental settings,

where default values are underlined.

Table 3: Experimental Parameters

Parameters Values

Number of tasks |𝑆 | 2000, 4000, 6000, 8000, 10000

Number of workers |𝑊 | 2000, 4000, 6000, 8000,10000

Reachable distance of workers 𝑑 (km) 0.05, 0.1, 0.5, 1, 5

Valid time of tasks 𝑒 − 𝑝 (h) 0.05, 0.1, 0.3, 0.5, 0.7

Effect of |𝑆 |. To study the scalability of all algorithms, we gener-

ate five datasets containing 2000 to 10000 tasks by random selection

from the Yelp dataset. As shown in Figure 3(a), the CPU time of

all methods increases when |𝑆 | grows. The methods associated

with DRMF run faster than those associated with KM. In addition,

the CPU time of DRMF and DRMF+WL increases slowly when

|𝑆 | grows, which shows the adaptability and good scalability of

DRMF-related methods in scenarios with different data volumes.

Figure 3(b) shows the total rewards of all methods, which increase

with the increasing |𝑆 |. We observe that the total rewards of DRMF

and DRMF+WL are similar to that of KM, which further reflects

the reliability of DRMF-related algorithms. DRMF and DRMF+WL

are neck-and-neck when |𝑆 | is large (i.e., |𝑆 | > 4000) due to the

fact that the number of tasks is more than the number of workers,

DRMF and DRMF+WL use the same strategy, i.e., assigning tasks

to workers. KM+WL performs worse than others in terms of the

total reward since KM+WL gives priority to high-loyalty workers

when assigning high-reward tasks. At the same time, as depicted in

Figure 3(c), KM+WL and DRMF+WL that consider loyalty scores

of workers have better performance than their counterparts (i.e.,

KM and DRMF) in terms of the total loyalty score. As the number

of tasks increases, more workers can be assigned to suitable tasks,

so the total loyalty score of all algorithms increases. We should
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Figure 4: Performance of Task Assignment: Effect of |𝑊 |

also note that when |𝑆 | is large (i.e., |𝑆 | > 4000), the DRMF+WL

and DRMF algorithms use the same assignment strategy since the

number of tasks is more than the number of workers, so they have

the same trend.

Effect of |𝑊 |.To study the effect of |𝑊 |, we generate five datasets

containing 2000 to 10000 workers by random selection from the test-

ing set. As depicted in Figures 4(a) and 4(b), as |𝑊 | increases, more

tasks can be assigned to workers, andmore workers can get tasks, so

the total rewards increase. Although the total rewards of the DRMF

and DRMF+WL algorithms are close to those of the KM-related

algorithms (including KM and KM+WL), they run much faster than

them. The CPU time of DRMF and DRMF+WL is only 11.28%–
34.12% of that of KM and only 6.26%–31.09% of that of KM+WL. It

proves the efficiency of the DRMF-related algorithms. Meanwhile,

as shown in Figure 4(c), KM+WL and DRMF+WL have higher to-

tal loyalty scores than the other methods. In both DFMF+WL and

KM+WL, as |𝑊 | increases, more workers are involved in the assign-

ment, and thus more workers with high-loyalty scores get the task.

It is worth mentioning that when |𝑊 | is small (i.e., |𝑊 | < 4000),

DRMF and DRMF+WL use the same allocation strategy for the

same reason as |𝑆 | is large, namely that the number of workers is

less than the number of tasks, assign workers to tasks with high

rewards, as a result of which both algorithms achieve the same

result.

Effect of 𝑑 .We also study the effect of workers’ reachable dis-

tances 𝑑 . From Figure 5(a), we can see that the CPU time of all

methods increases when 𝑑 ≤ 0.5𝑘𝑚 KM and KM+WL are more

time-consuming than DRMF and DRMF+WL. This is because the

number of reachable tasks per worker becomes larger and the num-

ber of available workers per task also gets larger when 𝑑 grows,

which leads tomore edges in the graphs of KM and KM+WL, and the

competition among workers is more intense causing more search-

ing time. With 𝑑 increases, the total loyalty scores and total rewards

of all methods increase, which is shown in Figures 5(b) and 5(c).

However, limited by the number of tasks and workers, the impact

of 𝑑 on the algorithms gradually becomes stable as 𝑑 increases. As

shown in Figure 5, all the four methods remain unchanged after 𝑑
exceeds 0.5𝑘𝑚.

Effect of 𝑒 − 𝑝. Finally, we study the effect of the valid time

𝑒 − 𝑝 of tasks. In Figure 6, when 𝑒 − 𝑝 increases, there are more

eligible workers and tasks at the same time, a greater probability of

a worker being assigned to a suitable task, and a greater probability

of a task matching an appropriate worker, which increase both total

rewards and total loyalty scores. As shown in Figure 6(a), the CPU

time of all methods increases when 𝑒 − 𝑝 ≤ 0.5ℎ. The CPU time of

KM and KM+WL algorithms increase faster, with a similar reason

for the effect of 𝑑 . Limited by |𝑆 | and |𝑊 |, all the four methods

remain unchanged after 𝑒 − 𝑝 exceeds 0.5ℎ.

5 RELATEDWORK

5.1 Task Assignment in Spatial Crowdsourcing

Spatial Crowdsourcing (SC) can be deemed as one of the main

enablers to complete location-based tasks [3, 4, 17, 21, 24, 25, 37, 42].

Two task distribution modes are defined in SC, namely worker

selected tasks (WST) [14] and server assigned tasks (SAT). In the

WST mode, the platform server publishes spatially aware tasks,

and online workers can select any nearby spatial task without

negotiating with the server [2, 8, 14, 15]. In the SAT mode, the

platform server does not post spatial tasks directly to workers.

Instead, any online worker sends a location to the server. After
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Figure 5: Performance of Task Assignment: Effect of 𝑑
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Figure 6: Performance of Task Assignment: Effect of 𝑒 − 𝑝

receiving the locations of all online workers, the server assigns a

suitable task to each worker.

Zhao et al. [40] focus on the fairness-aware task assignment

problem in SC, and design two algorithms to solve the problem,

namely, a fairness-aware game theory algorithm and an improved

evolutionary game theory algorithm, their first goal is to minimize

the difference in earnings between workers, while the second ob-

jective is to maximize average worker compensation. However, the

studies mentioned above mainly focus on the Spatio-temporal avail-

ability of workers and tasks. They do not consider worker loyalty,

which reflects the productivity and reliability of workers with SC

service providers.

5.2 User/Worker Loyalty Prediction

User/worker loyalty analysis has long been an essential part of

business and a popular research topic in academia. Traditionally,

user loyalty is a multidimensional concept involving behavioral and

attitudinal approaches. It refers to how a user becomes attached to

a product or service, develops a preference and dependence, and

repeatedly buys that product or service over time. Recent studies

have made many efforts to analyze and calculate user loyalty. For

example, Zhang et al. [35] introduce a machine learning method

to reveal the relationship between users’ loyalty behavior and user

relationship management by which the phenomenon of user churn

is improved.Wu et al. [30] develop a Partial Least Squares Structural

Equation Model (PLS-SEM). The PLS-SEM model can also analyze

the role of each data indicator and the internal relationship between

each indicator. Therefore, it provides an accurate reference for

customer loyalty metrics.

However, due to the sparsity of data, and the lack of explicit

definitions and criteria for worker loyalty in SC applications, the

above methods that only summarize the personal historical behav-

ior cannot represent the future loyalty of workers and thus cannot

directly applied to predict the loyalty of workers in SC. In this paper,

combining the historical behavioral data of workers, we propose

a worker loyalty prediction model, which is tailor-made to pre-

dict workers’ loyalty by considering the short-term and long-term

behavior of workers as well as Spatio-temporal characteristics.

6 CONCLUSION

The prevalence of mobile devices with high-accuracy positioning

and the dramatic decrease in the cost of wireless network usage

have led to the rapid growth andmassive demand for Spatial Crowd-

sourcing (SC) market, which requires workers to complete spatial

tasks at specified locations within the valid time of tasks. In this

paper, we investigate a new task assignment problem in SC, namely

Loyalty-based Task Assignment (LTA). We address several chal-

lenges by proposing different strategies to assess and predict worker

loyalty. In task assignment, we prioritize the assignment of high-

loyalty workers so that they can gain more benefits and be satisfied

with the SC platform. As far as we know, we are the first to consider

worker loyalty in SC. Extensive experiments on real data demon-

strate the effectiveness and efficiency of our proposed solutions.
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