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ABSTRACT
Query cost estimation, which is to estimate the query plan cost and
query execution cost, is of utmost importance to query optimizers.
Query plan cost estimation heavily relies on accurate cardinality
estimation, and query execution cost estimation gives good hints on
query latency, both of which are challenging in database manage-
ment systems. Despite decades of research, existing studies either
over-simplify the models only using histograms and polynomial
calculation that leads to inaccurate estimates, or over-complicate
them by using cumbersome neural networks with the requirements
for large amounts of training data hence poor computational effi-
ciency. Besides, most of the studies ignore the diversity of query
plan structures. In this work, we propose a plan-based query cost es-
timation framework, called Saturn, which can eStimate cardinality
and latency accurately and efficiently, for any query plan struc-
tures. Saturn first encodes each query plan tree into a compressed
vector by using a traversal-based query plan autoencoder to cope
with diverse plan structures. The compressed vectors can be lever-
aged to distinguish different query types, which is highly useful
for downstream tasks. Then a pseudo label generator is designed
to acquire all cardinality and latency labels with the execution
part of the query plans in the training workload, which can sig-
nificantly reduce the overhead of collecting the real cardinality
and latency labels. Finally, a chain-wise transfer learning module
is proposed to estimate the cardinality and latency of the query
plan in a pipeline paradigm, which further enhances the efficiency.
An extensive empirical study on benchmark data offers evidence
that Saturn outperforms the state-of-the-art proposals in terms of
accuracy, efficiency, and generalizability for query cost estimation.
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1 INTRODUCTION
Query optimizer is a vital component of modern Database Manage-
ment Systems (DBMS), which aims to select an optimal query plan for
a given SQL query. However, the recent studies [11, 12, 17, 33, 40]
show that traditional query optimizers often select sub-optimal
plans from the candidate query plans due to inaccurate cost estima-
tion. Traditional cost models manually derive useful combinations
of factors (e.g., cardinality, page fetch, and CPU) and polynomially
calculate the expected costs [43] that may be proportional to the
execution latency [36]. But the traditional histogram-based cardi-
nality estimator simply builds a histogram on each attribute and
assumes that all attributes are mutually independent [30]. Moreover,
the cost model needs to be carefully tuned by Database Adminis-
trators (DBAs), leading to poor generalizability with the increasing
complexity of the DBMS.

In this work, we divide the query cost estimation into the query
plan cost estimation and the query execution cost estimation. Consid-
ering that the query plan cost heavily relies on accurate cardinality
estimation [43], and the query execution cost is the execution la-
tency of a query plan [19], we focus on the cardinality and latency
estimation in this work.

Recently, the database community attempts to utilize learning-
based models to estimate the cardinality and latency. For example,
MSCN [10] adopts a CNN model to estimate the cardinality. Ortiz
et al. [24] evaluate the effect of different deep learning architec-
tures (e.g., Multi-layer Perceptron and RNN) on cardinality estima-
tion. For the latency estimation, TPool [33] uses a tree-structured
model to simultaneously estimate the cardinality and latency, and
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QPPNet [19] introduces a plan-structured deep neural network to
estimate the latency. However, they share some common limita-
tions. Firstly, they can only estimate either cardinality or latency,
or simply modify the output layer to estimate both cardinality and
latency. The correlations between these two tasks are not well con-
sidered, which can affect the estimation accuracy especially when
the training data is insufficient. Secondly, the training process of
the aforementioned methods is usually time-consuming due to the
large number of parameters and hyper-parameters to be tuned.
Furthermore, they need to be fed with a huge amount of training
data with the real cardinality or latency labels, which is quite ex-
pensive in terms of both time and economics as it requires the DBMS
to actually execute each SQL query or query plan. Thirdly, it is
hard to generalize those models to diverse query plan structures
or scenarios. For example, TPool and QPPNet can only deal with
binary-plan trees, andMSCN can only encode the SQL query, which
is unavailable for query plans from the DBMS query optimizers.

To overcome these limitations, we face three main challenges:
(1) variety of the query plan structures; (2) lack of methods that can
significantly reduce the overhead for acquiring the real cardinality
and latency labels; (3) lack of methods that can estimate both cardi-
nality and latency accurately and efficiently. We aim to address the
above challenges and propose a framework that fulfills accuracy,
efficiency and generalizability for query cost estimation.

In this work, we propose a novel plan-based query cost estima-
tion framework, called Saturn, which can estimate the cardinality
and latency accurately and efficiently, while easily adapted to any
query plan structures. In particular, Saturn firstly encodes each
query plan tree into a compressed vector by using a traversal-
based query plan autoencoder that can deal with diverse query
plan structures. The traversal methods (e.g., pre-order, level-order,
and post-order traversal methods) convert each query plan tree
into a sequence, and then a self-supervised autoencoder uses the
sequence to generate a compressed vector. Using the compressed
vector, the framework can not only obtain the latent features of
a query plan, but also benefit a variety of downstream tasks (e.g.,
label generation and estimation). Secondly, a novel pseudo label
generator is proposed to get all cardinality and latency labels with
the execution part of the query plans in the training workload. Fi-
nally, we develop a chain-wise transfer learning module to estimate
the cardinality and latency of query plans. The estimation chains,
performed by transfer learning, can capture the latent correlations
between cardinality and latency estimations, thus making estimates
more accurate. Moreover, a lightweight network structure improves
the training efficiency considerably.

To the best of our knowledge, this is first study to estimate
both cardinality and latency by considering the latent correlations
between tasks. In summary, we make the following contributions:
• We propose a traversal-based query plan autoencoder that can
encode diverse query plans into fixed-size compressed vectors.
•We propose a pseudo label generator that can obtain all cardinality
and latency labels in the training workload with minimal overhead.
• We develop a chain-wise transfer learning module to capture the
latent correlations between cardinality and latency estimations.
•We conduct extensive experiments on two real datasets, i.e., TPC-
H and IMDB, to demonstrate the superiority of our framework in
terms of accuracy, efficiency, and generalizability.

2 PROBLEM DEFINITION
For a given SQL query 𝑞, the DBMS aims to find the optimal query
plan with the lowest cost, from a group of candidate query plans
by using its cost-based query optimizer. Specifically, the query opti-
mizer first estimates the cardinality for each candidate query plan,
and then calculates the cost value of the query plan by considering
multiple factors, such as the cost of page fetch, CPU, tuple process-
ing, and performing physical operations [36]. Finally, the query
optimizer chooses the lowest-cost query plan as the execution query
plan, which is expected to have a low execution latency.

Our purpose is to estimate the cardinality and latency of a query
plan before its actual execution, which is crucial for generating
high-quality query plans. Next, we formally define our estimation
tasks, and analyze their potential characteristics in traditional query
optimizers, based on which we summarize the key findings that
inspire our work.
Query Plan. Given a SQL query 𝑞, the query optimizer can gen-
erate a query plan 𝑝 . The query plan is naturally in a tree-based
structure, and the number of child nodes is not fixed. Many DBMS
expose this information through APIs, such as EXPLAIN [36], and
thus we can get the query plan 𝑝 conveniently. In the rest of the
paper we use plan, query plan, and query plan tree interchangeably
when no ambiguity is caused.
Query Cost Estimation. Given a query plan 𝑝 , our problem is to
achieve the following goals: (1) Cardinality estimation goal: esti-
mate the number of tuples, card (p), produced by the query plan 𝑝 .
(2) Latency estimation goal: estimate 𝑝’s latency, late(p), prior to
execution.

In the following, we give two characteristics of the query cost
estimation in traditional DBMS query optimizers.
(1) Sequentiality. Generally, the estimation pipeline of a DBMS query
optimizer is: card (p) → cost (p), where cost (p) denotes the query
plan’s cost estimates that is proportional to the execution latency
in theory. Thereafter, the DBMS query optimizer can accordingly
choose the best plan to execute.
(2) High efficiency. Given a query plan, the histogram-based cardi-
nality estimator and the polynomial cost calculator can infer the
cardinality and cost in time (generally less than 1𝑚𝑠).
Inspirations. Although the cardinality and cost estimates of the
DBMS query optimizer are biased, the sequentiality of the estimates
reflects the latent correlations between cardinality and latency esti-
mations, and the estimates can be quickly fed back to the DBMS. This
leads to our key hypothesis: if we could, in a sequential manner,
apply both cardinality and cost estimates of the DBMS query opti-
mizer, would it be possible to estimate the cardinality and latency
more accurately and efficiently? We answer this question affirma-
tively with a novel framework, called Saturn, which can perform
cardinality and latency estimations by the following estimation
chains:

cardD (𝑝) → card (p)
cardD (𝑝) → costD (𝑝) → late (p) (1)

where cardD (𝑝) denotes the estimated cardinality of the DBMS query
optimizer, card (𝑝) denotes the real cardinality, costD (𝑝) denotes
the estimated cost of the DBMS query optimizer, and late(𝑝) denotes
the real latency. The cardinality and cost estimates generated by the
DBMS query optimizer will guide our query cost estimation tasks.
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Figure 1: Saturn Framework Overview

3 FRAMEWORK OVERVIEW
Figure 1 shows the architecture of our framework Saturn, which
consists of three components as follows:
Traversal-based Query Plan Autoencoder. The traversal-based
query plan autoencoder is designed to encodes each query plan
tree into a compressed vector, which can deal with diverse plan
structures. Given a query plan tree, we first encode each node via
feature extraction, and traverse the encoded query plan tree to form
an encoding sequence. Secondly, we use an autoencoder equipped
with a compressor and a decompressor to learn the latent features
of each encoding sequence. After training the autoencoder, the
compressor can be directly used to generate the compressed vectors
of query plans for the downstream tasks (detailed in Section 4).
Pseudo Label Generator. The pseudo label generator is proposed
to obtain all cardinality and latency labels by execution of a small
number of query plans in the training workload, which can reduce
the overhead of collecting the real cardinality and latency labels.
We first uses DBSCAN to cluster the compressed vectors of query
plans in the training workload, while deleting outliers automatically
(marked by gray dots in Figure 1). Then we sample the query plans
from each cluster to execute and obtain the real labels (marked in
green). Afterwards we search for the most similar executed plans
and applies their labels as the pseudo labels of the remaining query
plans (which are not actually executed). Finally, all query plans in
the training workload are labeled with both cardinality and latency,
which can be used to train an estimator (detailed in Section 5).
Chain-wise Transfer Learning Module. The chain-wise trans-
fer learningmodule is used to estimate the cardinality and latency of
query plans, which can capture the latent correlations between car-
dinality and latency estimations. We use a transfer learning-based
estimator to perform the estimation chains and make estimates. For
cardinality estimation, an initial estimator first learns to estimate
cardD (𝑝), and then learns to estimate card (𝑝) using fine-tuning
strategies. For latency estimation, an initial estimator first learns to
estimate cardD (𝑝), and then learns to estimate costD (𝑝), and finally
learns to estimate late(𝑝) using fine-tuning strategies. After train-
ing the transfer learning-based estimator, the trained cardinality
estimator estimates the cardinality and the trained latency estimator
estimates the latency of query plans (detailed in Section 6).

4 QUERY PLAN AUTOENCODER
As an upstream component of Saturn, the traversal-based query
plan autoencoder is used to encode each query plan tree into a

Node type Filter

00000100 00100000

01000000 00000001
01000000 10000100

10000000 00000010

Hash Join&a.3

Index Scan&b.4
Index Scan&a.1,b.2

Sequential Scan&b.3

Query plan

Figure 2: Example of Plan-based Feature Extraction

fixed-size compressed vector. We first perform feature extraction
on the query plan tree, then we traverse the tree to form an encod-
ing sequence and input it to an autoencoder. The autoencoder will
reduce the dimensionality of the encoding sequence and then try
to restore it, thus forming an end-to-end training process. Among
them, the traversal methods combined with LSTMs make the au-
toencoder general, the query plans with any structures and sizes
can be compressed without changing the network. Furthermore, the
autoencoder can automatically learn to retain important features
while eliminating redundant features, and thus it can better extract
the latent features of the query plan tree.

4.1 Plan-based Feature Extraction
Given a query plan tree 𝑝 , we encode each node to a vector. Ex-
isting methods, for instance, use bottom-up encoding to encode
the plan [18] or use selectivity to encode each predicate in the
nodes [33]. However, they introduce some uncertainties in the en-
coding results: the features of the root node may not be the bit-wise
sum of its child nodes’ features, and the selectivities given by the
query optimizers are inaccurate, especially in join operations. These
uncertainties will spread throughout the entire encoding and af-
fect the network performance. Our purpose is to encode the query
plan tree without any uncertainty, helping the autoencoder obtain
effective features. There are two main factors that can identify a
node, including the node type and the filter. Next we discuss how
to extract these features and encode them into vectors.
Node Type Encoding. For each node in a query plan, the query
optimizer will specify its node type, and we use one-hot encoding
to represent the node type. We mainly consider 8 node types, which
can be divided into scan types and join types. The scan types include
‘Sequential Scan’, ‘Index Scan’, ‘Bitmap Index Scan’, ‘Bitmap Heap
Scan’ and ‘Index Only Scan’, and the join types include ‘Hash Join’,
‘Merge Join’ and ‘Nested Loop Join’ [36].
Filter Encoding. In addition to the node types, the query optimizer
will specify the filtered attributes in each node. We use one-hot
encoding to represent these filtered attributes in each node.

Figure 2 shows an example of encoding node types and filters of
a given plan. In this simple but effective way, a node in the query
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plan tree is transformed into a vector of size, denoted as 𝑣 , which
is the sum of the number of node types and the number (𝐴) of all
the attributes in the dataset, i.e., 8 + 𝐴. Our feature extraction is
unbiased, where ‘1’(s) in the vector represents the existence of a
certain node type or filtered attribute in the plan node, while ‘0’(s)
represents the absence of them. This unbiased feature extraction
allows the autoencoder to get ‘pure’ inputs which means that the
inputs only consist of 1 and 0.

4.2 Plan Traversal Methods
A query plan tree generated by query optimizers, is an 𝑚-ary
tree [38]. It is a rooted tree in which each node has no more than
𝑚 children. Previous studies over-simplified the tree structure as a
binary tree [19, 33] or a left-deep tree [18], so that they can use the
structural neural network for representation learning. However,
they cannot handle the𝑚-ary query plan tree, leading to limited
generalizability. In order to deal with the𝑚-ary plan tree, we use
the traversal method to serialize the node vectors that is convenient
for training with LSTMs. For the𝑚-ary tree, there are three tradi-
tional traversal methods, i.e., pre-order, level-order and post-order
traversal [41].

Specifically, give a query plan tree 𝑝 where each node is encoded
into a vector 𝑣 . Using a traversal method, we can convert these
vectors into an encoding sequence 𝑝 = {𝑣1, 𝑣2, · · · , 𝑣𝑛}, where 𝑛
denotes the number of nodes in the plan. Next we discuss three
traversal methods, and analyze their availability.
(1) Pre-order Traversal. The root node is visited first, then we recur-
sively traverse its leftmost subtree to the rightmost subtree.
(2) Level-order Traversal.We visit every node on a level (from the
leftmost node to the rightmost node) before going to a lower level.
(3) Post-order Traversal.We recursively traverse the leftmost subtree
to the rightmost subtree and finally visit the root node.
Analysis.We need to choose a traversal method that best matches
the order of the query plan’s execution. We find that the order
in which the DBMS executes a query plan is most similar to the
order generated by the post-order traversal. Therefore, we use the
post-order traversal to traverse the query plan tree.

4.3 Autoencoder Architecture and Workflow
After traversing the query plan tree, we get a sequence of vectors
(namely encoding sequence). Intuitively, the simplest approach is
to use a recurrent neural network to learn latent features of the
encoding sequence and then make estimates. However, different
tasks need to train different deep learning models, leading to poor
efficiency. Moreover, the sparse inputs will affect the convergence
performance of the models, and even reduce the accuracy of the
estimation. In summary, a representation model that can compress
the encoding sequence into a dense vector, and be suitable for
different tasks, is desired.

We propose an autoencoder equipped with a compressor and a
decompressor, to learn the latent features of the query plan more
wisely. The compressor is designed to reduce the dimensionality
of the encoding sequence. Conversely, the decompressor needs
to restore the compressed vector to the encoding sequence. The
autoencoder can learn to retain typical features while eliminat-
ing redundant features in the encoding sequence. Furthermore, to
recover different encoding sequences, the model should learn to
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Figure 3: Autoencoder Architecture

distinguish different query types to avoid confusion. Therefore,
using the compressed vectors, we can distinguish different types of
queries, which can improve the performance of downstream tasks.
Next, we will introduce the compressor and decompressor of the
autoencoder, and then present the workflow.
Compressor. As shown on the left side in Figure 3, our compres-
sor is composed of an LSTM and a self-attention mechanism. The
LSTM learns the latent features of the encoding sequence and then
uses the self-attention mechanism to enhance the memory abil-
ity of historical information while aggregating the features into a
compressed vector.

To be specific, the encoding sequence 𝑝 = {𝑣1, 𝑣2, · · · , 𝑣𝑛} is
firstly fed into the LSTM that outputs the hidden state vector of
each step as follows:

ℎ𝑡 = 𝐿𝑆𝑇𝑀 (𝑣𝑡 , ℎ𝑡−1;𝑊𝑙 ) (2)

where 𝑡 ∈ {1, 2, · · · , 𝑛}, ℎ𝑡−1 is the hidden state vector of step 𝑡 − 1,
and𝑊𝑙 denotes the parameters of LSTM.

Then the self-attention mechanism is designed for aggregating
the hidden states along the sequential steps while different steps
have different importance scores. Unlike the simple usage of LSTM’s
hidden state vectors, we introduce the self-attentionmechanism [16,
39] to enhance the memory ability of the compressor, which can
deal with the complicated query plans. The last hidden state vector
ℎ𝑛 output by the LSTM, containing the information of all historical
steps, will be used to calculate the importance of each step. For
example, to get the importance score of a step in the encoding
sequence, we calculate how much ℎ𝑛 pays attention to it. This
attention represents the weight assigned to this step during the
aggregation process. Following the standard procedure [31, 39], we
can obtain a query vector 𝑞 of the last hidden state vector, and a
key matrix 𝐾 of all hidden state vectors, as follows:

𝑞 = ℎ𝑛 ×𝑊𝑞 + 𝑏𝑞 , 𝐾 = 𝐻 ×𝑊𝐾 + 𝑏𝐾 (3)

where𝑊𝑞 and𝑊𝐾 are the weights of two fully connected neural
networks for ℎ𝑛 and 𝐻 , respectively, 𝑏𝑞 and 𝑏𝐾 denote biases of
𝑊𝑞 and𝑊𝐾 , respectively, and 𝐻 refers to all hidden state vectors,
i.e., 𝐻 = [ℎ1, ℎ2, ..., ℎ𝑛]. Using 𝑞 and 𝐾 , we can calculate the impor-
tance scores 𝒔 of all steps using Softmax (q × K). Thereafter, we can
aggregate all hidden state vectors of the LSTM into a vector ℎ as
follows:

ℎ =
∑︁

𝑡∈{1,2,··· ,𝑛}
𝑠𝑡 · ℎ𝑡 (4)

where 𝑠𝑡 (𝑠𝑡 ∈ 𝒔) represents the importance score of step 𝑡 .
Finally, the output of the compressor, i.e., compressed vector 𝑣𝑐 ,

can be formulated as follows:
𝑣𝑐 = 𝑅𝑒𝐿𝑈 ( (ℎ ×𝑊𝑐1 + 𝑏𝑐1) ×𝑊𝑐2 + 𝑏𝑐2) (5)
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where𝑊𝑐1 and𝑊𝑐2 are the weights of two fully connected neural
networks, and 𝑏𝑐1 and 𝑏𝑐2 are biases of𝑊𝑐1 and𝑊𝑐2, respectively.
Decompressor. After using the compressor to get the compressed
vector 𝑣𝑐 , we utilize a decompressor to restore it to the encoding
sequence 𝑝 . As shown on the right side of Figure 3, we use an LSTM
to recover the encoding sequence. Unlike the compressor, the input
of each step of decompressor’s LSTM is the compressed vector, thus
the neural network can decode the compressed vector on demand.

To be specific, the input compressed vector 𝑣𝑐 is firstly fed into
the LSTM that outputs the hidden state vector of each step as
follows:

ℎ𝑑𝑒𝑡 = 𝐿𝑆𝑇𝑀 (𝑣𝑐 , ℎ𝑑𝑒𝑡−1;𝑊 𝑑𝑒
𝑙

) (6)

where 𝑡 ∈ {1, 2, · · · , 𝑛}, ℎ𝑑𝑒
𝑡−1 is the hidden state vector of step 𝑡 − 1,

and𝑊 𝑑𝑒
𝑙

denotes the parameters of LSTM. This calculation will be
executed 𝑛 times to get the matrix 𝐻𝑑𝑒 = [ℎ𝑑𝑒1 , ℎ

𝑑𝑒
2 , · · · , ℎ

𝑑𝑒
𝑛 ].

Finally, the output of the decompressor is obtained by using
non-linear activation as follows:

𝑝𝑑𝑒 = 𝑅𝑒𝐿𝑈 ( (𝐻𝑑𝑒 ×𝑊𝑑1 + 𝑏𝑑1) ×𝑊𝑑2 + 𝑏𝑑2) (7)

where 𝑝𝑑𝑒 denotes the decompressed encoding sequence with
length 𝑛, 𝑊𝑑1 and 𝑊𝑑2 are the weights of two fully connected
neural networks, and 𝑏𝑑1 and 𝑏𝑑2 denote biases of𝑊𝑑1 and𝑊𝑑2,
respectively.
Workflow. In the offline training phase, the autoencoder is trained
in an end-to-end manner. Benefiting from the well-designed net-
work, different length of encoding sequences can be compressed
and decompressed effectively. Our autoencoder needs to minimize
the loss function as follows:

Loss =
1
𝑛

𝑛∑︁
𝑖=1

(𝑝𝑖 − 𝑝𝑑𝑒𝑖 )2 (8)

where 𝑝𝑖 denotes 𝑖-th vector in the encoding sequence 𝑝 , and 𝑝𝑑𝑒
𝑖

denotes 𝑖-th vector in the decompressed encoding sequence 𝑝𝑑𝑒 .
Thereafter, in the online phase, the decompressor is put aside,

and we use the trained compressor in the autoencoder to compress
the encoding sequence (obtained by using the feature extractor and
the traversal method in turn) into a compressed vector. We note that
the online phase of the autoencoder can be used in both training
workload and testing workload. For the training workload, the
compressed vectors of the training plans are the inputs of the pseudo
label generator and the chain-wise transfer learning module in the
offline training phase. For the testing workload, the compressed
vectors of the testing plans are the inputs of the chain-wise transfer
learning module in the online inference phase.

5 PSEUDO LABEL GENERATOR
In order to estimate cardinality and latency, we need to get the
ground truths of all query plans in the training workload, in the
context of supervised learning. Intuitively, after using the autoen-
coder to get compressed vectors, we can learn the mapping rela-
tionship between the latent features and real labels. Existing stud-
ies [10, 19, 24, 33] use exposed APIs, e.g., EXPLAIN ANALYZE [36]
and pg_hint_plan [5], to get the real cardinality and latency labels
of SQL queries or query plans, so as to train their deep learning
models. However, it is time-consuming for DBMS to execute a large
number of SQL queries or query plans. In many production deploy-
ments, the large time cost makes the model unable to be updated

in time, affecting the performance of the system. To reduce the
overhead of getting cardinality and latency labels, we propose a
pseudo label generator, which can obtain all labels of the training
plans with minimal overhead.

In general, we use 𝑘% (<1) of query plans with real labels to label
the other plans, and the DBMS only needs to execute the 𝑘% of query
plans in the training workload. There are two goals during the
generation process. The first one is to generate labels as accurate
as possible. The second one is to ensure the diversity of the pseudo
labels and real labels, that is, in different types of query plans, the
proportions of real labels and pseudo labels are consistent. The first
goal is to make the deep learning model learn accurate knowledge,
while the second goal is to make the model find different knowledge
and learn to distinguish them. For example, if the query plans with
2 Joins have the real labels in the training workload, the model can
only learn this limited knowledge, leading to severe underfitting.
What we expect is that different types of query plans have the same
proportions of real labels and pseudo labels, so as to improve the
generalizability of the model.

To achieve the goals, our generator first groups the query plans
based on a clustering method. Then we randomly sample 𝑘% of
the plans from each cluster, and they will be executed to obtain
real labels. In each cluster, the remaining 1 − 𝑘% of plans use a
nearest neighbor algorithm to search for their nearest executed
plans (i.e., the most similar plan with real label) and use the real
labels as the pseudo labels. To this end, all of the plans in the training
workload are labeled with both cardinality and latency. Next, we
will introduce the process of clustering and nearest neighbor search
of our pseudo label generator.
Clustering. In order to automatically distinguish different types
of query plans, we use DBSCAN [29] to cluster the query plans.
However, simply clustering the one-hot encoding of the plan will
fail, because the input vectors are sparse and the high-dimensional
vectors will suffer from the curse of dimensionality. Benefiting
from the autoencoder, the compressed vectors are able to effectively
represent the query plans in a low-dimensional space. Moreover, the
compressed vectors are distinguishable due to the restorability of
the autoencoder. Thus, we use the compressed vectors as the input
of DBSCAN, to adaptively group the query plans while finding
some outliers.

To be specific, for all query plans in the training workload, we
first use the trained compressor to obtain the compressed vectors.
Then we perform DBSCAN clustering for the compressed vectors.
Finally, we can obtain some clusters and outliers, and the outliers
will be treated as the noises. We delete the outliers and use the valid
clusters to perform the search process.
Nearest Neighbor Search. After clustering all query plans, in
each cluster, we randomly select 𝑘% of the plans to execute, so
as to obtain real cardinality and latency. Thereafter, for each unla-
beled query plan, we should search for its nearest-labeled neighbor
that has the minimum distance (e.g., euclidean distance) with the
unlabeled query plan, and use the real label as the pseudo label.
Intuitively, we can search for the nearest neighbor from all labeled
query plans by performing the 1-Nearest Neighbour (1-NN) algo-
rithm. However, when the search space is large, the 1-NN algorithm
will be time-consuming. To reduce the search space, we can only
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search for the nearest neighbor from each cluster. Each cluster rep-
resents a type of query plan, so the nearest neighbor of a plan must
exist in its corresponding cluster.

Specifically, for an unlabeled query plan, we first perform 1-NN
to search for its nearest-labeled neighbor in the cluster. Then we
use the real label of the neighbor to be the pseudo label of the
unlabeled query plan. Through this process, the remaining 1 − 𝑘%
of unlabeled plans in each cluster will be labeled without executing.

6 CHAIN-WISE TRANSFER LEARNING
After obtaining the trained autoencoder and the (real and pseudo)
labels of query plans in the training workload, we can build the
neural network to learn the mapping between the compressed vec-
tor of the plan and its labels (i.e., cardinality and latency labels).
Existing studies use multi-layer perceptron (MLP) to learn the map-
ping. For example, TPool [33] uses a 4-layer fully connected neural
network to simultaneously estimate the latency and cardinality.
MSCN [10] uses a 4-layer perceptron to estimate the cardinality,
and QPPNet [19] uses a 6-layer fully-connected neural network to
estimate the latency. However, they have some common flaws as fol-
lows. Firstly, the training process of the aforementioned networks
is usually time-consuming due to a large number of parameters and
hyperparameters. Their networks are composed of representation
layers and estimation layers, which are trained together. Further-
more, they ignore the correlations between cardinality and latency
estimations. TPool [33] uses a 2-unit output layer to perform the
multi-task learning, and MSCN [10] and QPPNet [19] can only esti-
mate cardinality or latency. As we analyze in Section 2, there exists
some latent correlations between cardinality and latency estima-
tions. It is difficult for the deep learning model to directly learn to
estimate the cardinality or latency. Also, the aforementioned net-
works may suffer from low convergence efficiency or sub-optimal
solution. In summary, an estimation module that is accurate and
efficient is desired.

We propose a chain-wise transfer learning module to estimate
cardinality and latency more accurately and efficiently. We use
the cardinality and cost estimates of the DBMS query optimizer to
guide our estimation, and borrow the idea from inductive transfer
learning [25, 49] to perform the estimation chains in Equation (1).
Next, we will introduce the estimation chains, the transfer learning-
based estimator, and the workflow of the module.
Estimation Chains. We propose the estimation chains that have
two main ideas. First, we utilize the cardinality and the cost val-
ues estimated by DBMS query optimizer as the prior knowledge.
Although these estimates deviate from the real cardinality and la-
tency, they give good hints on our goals and can be easily obtained.
Secondly, we design two estimation chains, which first imitate DBMS
query optimizer and then surpass it. The prior knowledge can guide
our estimator to imitate DBMS query optimizer, then the real car-
dinality and latency enable our estimator to surpass DBMS query
optimizer. As shown on the left side in Figure 4, to estimate the
cardinality of the query plan, we first learn to estimate the car-
dinality obtained by DBMS query optimizer, and then we learn to
estimate the real cardinality. Similarly, to estimate the latency, we
first estimate the cardinality generated by DBMS query optimizer,
and then we estimate the cost obtained by DBMS. Finally, we learn
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Figure 4: Estimation Chains and Transfer Learning-based Estimator

to estimate the real latency. Since the first step of the two chains
are to estimate cardD (𝑝), we can merge them into one step.

For the inputs of all steps on the chains, we find that all the esti-
mates are strongly related to the query plan. Therefore, we unify
the inputs of all steps using the compressed vectors generated by
the trained autoencoder, which are low dimensional and informa-
tive. Specifically, given a query plan 𝑝 , we use the autoencoder to
obtain its compressed vector 𝑣𝑐 and input 𝑣𝑐 to all the steps on
the estimation chains. For the estimation labels of all steps on the
chains, cardD (𝑝) and costD (𝑝) can be quickly obtained by using
APIs (e.g., EXPLAIN [36]), while card (p) and late(p) can be obtained
via the pseudo label generator. Therefore, we can effectively obtain
the training labels of all steps on the chains.
Transfer Learning-based Estimator. To perform the estimation
chains, we utilize inductive transfer learning [25], which can im-
prove the learning of the target task using the learned knowledge
from the source task. As shown on the right side in Figure 4, the
red solid arrows point from the source task estimator to the target
task estimators, and the dashed red arrow represents the training
process of the initial network, which follows the traditional super-
vised learning. To be specific, we use a 4-layer Fully Connected (FC)
neural network with a Sigmoid activator as an estimator (i.e., using
three fully connected layers and one fully connected layer with the
Sigmoid activation to estimate the normalized results). The initial
estimator will be trained to be the DBMS cardinality estimator to esti-
mate cardD (𝑝), then the DBMS cardinality estimator will be copied to
accomplish two estimation tasks including cardinality and latency
estimation. For cardinality estimation, our proposed cardinality
estimator aims to estimate card (p) combining the DBMS cardinality
estimator and fine-tuning strategies. For latency estimation, the
DBMS cardinality estimator is first fine-tuned to estimate costD (𝑝),
being DBMS cost estimator, and then we fine tune the DBMS cost
estimator to generate a latency estimator for estimating late(p).

We mainly consider two fine-tuning strategies [15, 49]. The first
one is a semi-fixed strategy, which fixes the first two layers of
the estimator, and only updates the parameters of the last two
layers. The second one is an unfixed strategy, which updates all the
parameters of the estimator. The latter performs better because the
network can get closer to the global optimal solution.
Workflow. For offline training, the input vectors are generated
by the trained autoencoder which can encode training plans into
compressed vectors. Then the compressed vectors are fed into
the estimator and perform the estimation chains. In each estima-
tion step on the chains, the estimator needs to minimize the loss
functions as follows: LOSS𝑎 = 1

𝑁

∑
𝑝∈P𝑇 𝑄 (cardD (𝑝), �carda (p)), LOSS𝑏 =

1
𝑁

∑
𝑝∈P𝑇 𝑄 (card (p), �cardb (p)), LOSS𝑐 = 1

𝑁

∑
𝑝∈P𝑇 𝑄 (costD (𝑝),�cost (p)), and

LOSS𝑑 = 1
𝑁

∑
𝑝∈P𝑇 𝑄 (late (p), �late (p))1, where LOSS𝑎 , LOSS𝑏 , LOSS𝑐 , and

1𝑄 (𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒1, 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒2) = 𝑚𝑎𝑥 (𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒1,𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒2 )
𝑚𝑖𝑛 (𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒1,𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒2 )
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LOSS𝑑 denote different losses of DBMS cardinality estimator, cardi-
nality estimator, DBMS cost estimator, and latency estimator, respec-
tively, P𝑇 denotes a set of query plans in the training workload,
and 𝑁 = |P𝑇 |. The labels of cardD (𝑝) and costD (𝑝) can be obtained
by DBMS query optimizers, while the labels of card (p) and late(p)
can be obtained by our pseudo label generator. Next, �carda (p),�cardb (p), �cost (p) and �late(p) are the estimated cardinality by the
DBMS cardinality estimator, the estimated cardinality by the cardi-
nality estimator, the estimated cost and the estimated latency of
the query plan 𝑝 , respectively. Further, 𝑄 represents the q-error
function [21], which is a relative factor between an estimate and
the ground truth.

For online estimation, when the query optimizer requires car-
dinality or latency of a query plan, the trained autoencoder will
encode the query plan to a compressed vector. We input the com-
pressed vector into the trained cardinality estimator to estimate
cardinality or into the trained latency estimator to estimate latency.

7 EXPERIMENT
7.1 Experimental Settings
Datasets and Workloads. We conduct experiments using two
datasets: (1) TPC-H, a decision support benchmark with 8 rela-
tions [27], where the scale factor is set to 10 (i.e., the size of TPC-H
is 10GB). (2) IMDB, a real-world dataset that contains a wide variety
of information about actors, movies, etc. IMDB has 21 relations,
based on the 3.6GB snapshot [12].

For query workloads, we simulate the scenario with insufficient
training queries, which is similar to the real-world engineering. In
many production deployments, preparing the query in advance is
time-consuming. In general, it is not possible to prepare enough
queries (more than 10K), so it is necessary to simulate the environ-
ment in which the training workload is insufficient.

For TPC-H, we use the standard query generator [26] to generate
2200 queries with 1–8 joins from 22 TPC-H query templates. We
randomly take 1800 queries as the training workload, 200 queries
as the validation workload, and 200 queries as the testing workload.

For IMDB, we use the provided query generator [33] to generate
2000 queries with 4–12 joins, and we randomly select 1800 queries
as the training workload and 200 queries as the validation workload.
We use two widely-used workloads for testing: the first one is the
JOB-light [10] workload with 70 queries (1–4 joins), and the second
one is the JOB [11] workload with 113 queries (3–16 joins). The
70 JOB-light queries and 113 JOB queries are taken as the testing
workloads for the IMDB dataset.
Implementation Details. For the traversal-based query plan au-
toencoder, we traverse the query plan tree using the post-order
traversal, which outperforms other traversal methods in terms of
the end-to-end estimation accuracy. The LSTMs in the compressor
and decompressor have 128 units. The two fully connected layers
for calculating the 𝑞 vector and the 𝐾 matrix are comprised of 64
units. The two fully connected layers for obtaining the compressed
vector are comprised of 64 units (for𝑊𝑐1) and 32 units (for𝑊𝑐2),
respectively. Thus, the compressed vector has a fixed dimension
of 32. The two fully connected layers for restoring the encoding
sequence are comprised of 100 units for𝑊𝑑1 and 71 (or 116) units
for𝑊𝑑2, respectively.𝑊𝑑2 of 71 units is used for TPC-H and𝑊𝑑2

of 116 units is used for IMDB since the dimensionalities of node
vectors in TPC-H and IMDB are 71 and 116, respectively.

For the pseudo label generator, we try several clustering methods
to cluster the compressed vectors, including k-means++ [1], Mean
shift[4], and DBSCAN [29]).We use DBSCAN for clustering because
its effect is stable in this work. The DBSCAN clustering has two
key hyperparameters, i.e., 𝜖 (set to 0.5 and 2 in TPC-H and IMDB,
respectively), and Min samples (set to 6 in both datasets). These
two hyperparameters are selected via grid search. The proportion
parameter 𝑘 is set to 50 (i.e., we only execute 50% of query plans
in the training workload to get the real labels) [32], which can
sufficiently evaluate the pseudo label generator.

For the chain-wise transfer learning module, all the estimators
share the same structure, i.e., a 4-layer fully connected neural net-
work with Sigmoid activator. Specifically, the number of neurons
from the first layer to the fourth layer is set to 128, 64, 32, and 1,
respectively, and the Sigmoid activator is set in the fourth layer
to output the normalized estimation. In addition, we use the un-
fixed strategy (i.e., updating all the parameters of the estimator) as
the default fine-tuning strategy, which outperforms the semi-fixed
strategy in terms of the end-to-end estimation accuracy.

Finally, for the offline training phase of the autoencoder and the
transfer learning-based estimator, we use the Adam optimizer [8]
for updating the parameters with a scheduled learning rate of 0.0001.
The bath size of training the autoencoder is set to 1, because the
length of the input encoding sequence is not fixed [16]. Although
the batch size of the autoencoder is small, the training process is ef-
ficient because the model is lightweight and the size of the training
workload is small. While the bath size of the transfer learning-based
estimator is set to 32, due to the fixed-size inputs (i.e., compressed
vectors). The above hyperparameters (except the batch size of au-
toencoder) are tuned on the validation workloads by using the grid
search. In addition, we use Early Stopping [2] to avoid the overfit-
ting of the neural networks. Our experimental results are reported
based on the above parameter settings, unless expressly specified.
Competitors and Variants.We compare Saturn with the follow-
ing baselines:
(1) PostgreSQL 12.11 [36]: an open source DBMS which uses a
histogram-based cardinality estimator and a manual cost calcu-
lator to estimate the cardinality and cost values, respectively, for
a given plan. We can obtain the estimates of cardinality and cost
value of a plan through the EXPLAIN command.
(2) MSCN: a query-driven cardinality estimation algorithm [10]. To
extend MSCN to estimate the latency, we use the same network
structure to train an additional latency estimator, based on the open
source implementation [9].
(3) QPPNet: a plan-based latency estimation algorithm [19]. To
extend QPPNet to estimate the cardinality, we use the same network
structure to train an additional cardinality estimator, based on the
open source implementation [20]. Since the network can only adapt
to binary-plan trees, we filter out the input plans that are not binary.
(4) TPool: a state-of-the-art plan-based estimator which can esti-
mate cardinality and latency simultaneously [33]. We reference the
open source implementation [34] to reproduce the estimator. Since
the network can only adapt to binary-plan trees, we filter out the
input plans that are not binary.
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Table 1: q-error Distribution of Baselines and Ours (Saturn)
Tasks Cardinality estimation Latency estimation

Datasets Workloads Methods Median 90th 95th 99th Max Mean Median 90th 95th 99th Max Mean

TPC-H TPC-H
(Test)

PostgreSQL 2.35 42.2 257 478 1542 96.4 - - - - - -
MSCN 2.52 14.4 26.1 57.2 102 18.7 6.38 25.7 54.3 97.3 164 7.20
QPPNet 2.13 7.46 18.5 30.4 87.3 8.46 1.18 1.34 1.66 2.05 8.89 1.47
TPool 2.25 33.2 42.6 84.9 108 13.5 1.73 8.56 23.3 36.5 87.9 4.63
Saturn 1.26 3.17 15.4 22.5 26.7 1.80 1.21 1.33 1.64 1.97 7.63 1.52

IMDB

JOB-light

PostgreSQL 5.79 60.4 857 2536 3380 163 - - - - - -
MSCN 3.37 67.4 345 884 963 54.8 16.4 68.9 115 139 314 27.2
QPPNet 4.65 34.2 97.8 184 358 26.7 2.80 13.5 79.8 146 385 7.48
TPool 3.17 39.7 129 216 263 20.4 1.74 9.7 20.2 93.5 124 10.6
Saturn 1.48 2.33 4.75 8.32 14.6 1.73 1.29 2.73 5.64 9.95 22.4 1.65

JOB

PostgreSQL 182 6529 24381 85649 423854 8957 - - - - - -
MSCN 13.8 76.8 645 1254 1736 86.0 39.0 136 228 295 554 36.4
QPPNet 8.55 96.0 242 336 564 42.7 5.4 35.7 62.5 143 179 18.7
TPool 9.40 70.8 183 626 748 46.8 4.95 32.7 56.2 138 166 18.3
Saturn 3.68 45.2 69.3 184 274 33.1 3.06 18.5 26.0 38.6 69.4 13.5

We also compare Saturn with the following Saturn-Variants:
(1) Saturn-NoSA: our proposed frameworkwithout the self-attention
mechanism in the autoencoder. We directly use the last hidden state
vector ℎ𝑛 of LSTM in the compressor as the compressed vector.
(2) Saturn-NoDe: our proposed framework without the decom-
pressor in the autoencoder. After deleting the decompressor, the
autoencoder cannot be trained, so the pseudo label generator is
unavailable. We simply combine the compressor and the estimator
to train the framework in an end-to-end manner.
(3) Saturn-NoPLG: our proposed framework without the pseudo
label generator. We randomly select 50% of query plans in the
training workload to get the real labels and use them to train our
estimator in the chain-wise transfer learning module.
(4) Saturn-NoChain: our proposed framework without the estima-
tion chains performed by transfer learning. We directly train two
initial estimators to estimate cardinality and latency, respectively.
Environment. We implement all algorithms in Python, and run
the experiments on an Ubuntu Server with an Intel(R) Xeon(R)
Silver 4214 CPU @ 2.20GHz, and NVIDIA GeForce RTX 3080 GPU.
We use the PostgreSQL 12.11 [36] as the default DBMS, to obtain
query plans, real labels of cardinality and latency [5], and estimates
of cardinality and cost value, using its exposed APIs.

7.2 End-to-End Evaluation of Saturn
Estimation Accuracy. We adopt the widely-used q-error met-
ric [10, 21, 33] and its optimal value is 1. We report the q-error
distribution on the testing workloads in Table 1. The accuracy of
different estimation algorithms can be ranked as: Saturn >TPool ≈
QPPNet >MSCN »PostgreSQL. The details are as follows:
(1) Cardinality Estimation. For all the testing workloads, Saturn
achieves the highest accuracy for the cardinality estimation. On
the TPC-H testing workload, Saturn outperforms TPool by 7×,
QPPNet by 4×, MSCN by 10× and PostgreSQL by 53× on mean
q-error. While our Saturn outperforms TPool by 4×, QPPNet by 3×,
MSCN by 3×, and PostgreSQL by 57× on max q-error. On the JOB-
light workload, Saturn outperforms TPool by 11×, QPPNet by 15×,
MSCN by 31×, and PostgreSQL by 94× in terms of mean q-error.
On the JOB workload, which is harder due to more joins, Saturn
outperforms TPool by 29%, QPPNet by 22%, MSCN by 2×, and
PostgreSQL by 270× on mean q-error. These results demonstrate
that Saturn can estimate the cardinality accurately.

Table 2: Average Training and Inference Time of Baselines and Ours
Average training time (min)

Workloads PostgreSQL MSCN QPPNet TPool Saturn
TPC-H 1.21 10.6 20.4 23.5 4.74
IMDB 0.88 18.9 25.2 27.2 5.68

Average inference time (ms)
Workloads PostgreSQL MSCN QPPNet TPool Saturn
TPC-H (Test) 0.13 12.8 44.5 43.7 3.17
JOB-light 0.14 12.4 45.7 45.3 3.26

JOB 0.16 13.6 58.4 46.1 3.52

(2) Latency Estimation. For all the testing workloads, the latency
estimation accuracy of Saturn is very high. On the TPC-H testing
workload, Saturn outperforms TPool by 3× and MSCN by 4× on
mean q-error. Besides, Saturn outperforms TPool by 11×, QPPNet
by 14%, and MSCN by 21× on max q-error. The accuracy of QPPNet
is comparable to Saturn, which is marginally better than Saturn on
the TPC-H dataset. On the JOB-light workload, Saturn outperforms
TPool by 6×, QPPNet by 4×, and MSCN by 16× on mean q-error. On
the JOB workload, Saturn outperforms TPool by 26%, QPPNet by
27%, and MSCN by 2× on mean q-error. These results demonstrate
the effectiveness of Saturn when estimating the latency.

It should be noted that Saturn only uses 50% of training plans
with real labels, and 50% of training plans with the generated pseudo
labels. Even under such a harsh setting, our model can achieve
higher accuracy than other methods.
Training Efficiency. We record the average training time of all
methods. For PostgreSQL, we record the latency of executing the
ANALYZE [36] command on the TPC-H and IMDB datasets. For other
methods, we record the average training time taken by both cardi-
nality and latency estimation models to converge on the training
workloads on TPC-H and IMDB. As shown in Table 2, the training
time of PostgreSQL is the lowest since the histogram-based esti-
mator does not require iterative gradient updates. Saturn is more
efficient than other deep learning models in the training phase.
Inference Time. We also record the average inference time of all
methods. As shown in Table 2, PostgreSQL runs the fastest, which
requires around 0.1ms for each query plan. Saturn requires around
3.1 ∼ 3.5ms for each query plan, which is much faster than other
deep learning models. This is due to the fact that the number of
training parameters of Saturn is smaller than others, resulting in
high inference efficiency.
Generalizability Analysis.We count the types of plan structures
that each method can handle. The more plan structures that can
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Table 3: Generalizability Analysis of Baselines and Ours
Methods Binary tree Ternary tree Quad tree

PostgreSQL ! ! !
MSCN - - -
QPPNet ! - -
TPool ! - -
Saturn ! ! !

Table 4: Mean q-error of Saturn and Saturn-Variants
Mean q-error of cardinality estimation

Workloads Saturn
-NoSA

Saturn
-NoDe

Saturn
-NoPLG

Saturn
-NoChain Saturn

TPC-H (Test) 2.32 3.46 3.74 2.87 1.80
JOB-light 2.54 3.51 4.92 3.49 1.73

JOB 38.6 42.6 55.3 41.8 33.1
Mean q-error of latency estimation

Workloads Saturn
-NoSA

Saturn
-NoDe

Saturn
-NoPLG

Saturn
-NoChain Saturn

TPC-H (Test) 1.96 2.34 2.86 2.03 1.52
JOB-light 2.04 2.69 3.48 2.58 1.65

JOB 17.2 18.3 22.9 17.7 13.5

be processed by a method means that the generalizability of the
method is higher. Table 3 reports their generalizability for query
plans in the testing workloads. We can see that PostgreSQL and
Saturn can deal with all structures of query plans, while TPool
and QPPNet can only process binary trees. Since MSCN is a query-
driven method, its generalizability is the poorest.

7.3 Ablation Study of Saturn
Effectiveness of Autoencoder.We compare Saturn against two
variants, including Saturn-NoSA and Saturn-NoDe, and we report
their mean q-error of cardinality and latency estimation in Ta-
ble 4. We can see that Saturn-NoSA has decent estimation accuracy
on TPC-H testing and JOB-light workloads. However, it performs
poorly on JOB workload which contains complicated query plans
with more joins. This clearly shows that the self-attention mecha-
nism is helpful for long-range features memorization. In addition,
Saturn-NoDe performs even worse than Saturn-NoSA on all testing
workloads, since its autoencoder cannot be trained in advance.
Effectiveness of Pseudo Label Generator. We compare Saturn
against Saturn-NoPLG, and report their mean q-error of cardinality
and latency estimation in Table 4. We can see that Saturn-NoChain
performs noticeably worse than Saturn since it is trained with fewer
query plans and labels.
Effectiveness of Chain-wise Transfer Learning Module.
We compare Saturn against Saturn-NoChain and report their mean
q-error of cardinality and latency estimation in Table 4. We can
see that Saturn-NoChain performs worse than Saturn. The main
reason is that the estimation chains with the prior knowledge of
DBMS query optimizer can guide the initial estimator to learn to
estimate the cardinality or latency step by step, instead of trying to
estimate the cardinality or latency directly.

8 RELATEDWORK
Cardinality Estimation Methods.Traditional cardinality estima-
tionmethods can be divided into two categories [47], histogram [28]
and sampling [22]. However, histogram-based methods can only
handle the data distribution of each attribute, and sampling-based
methods cannot work well for complicated SQL queries due to the

0-tuple problem [47]. Recently, the database community attempts
to utilize deep learning models to estimate the cardinality. Existing
deep learning models for cardinality estimation can be broadly clas-
sified into three categories, i.e., query-based, plan-based and data-
based methods. The query-based approaches [10, 24] learn func-
tions mapping a SQL query to its number of tuples. The state-of-the-
art method [10] trains a Multi-Set Convolutional Network (MSCN)
on queries, but this method is not suitable for query optimization,
because that the query-based encoding is too tricky when optimiz-
ing on a tree structure. The plan-based approaches [3, 14, 18, 23, 33]
learn functions mapping a query plan to its cardinality. A state-
of-the-art method [33] builds an end-to-end estimator (i.e., TPool)
based on a tree-structured model, which can estimate both cardinal-
ity and latency simultaneously. However, the plan-based represen-
tation layer can only deal with binary-plan trees, lacking scalability
for other query plan structures (e.g., nested-query plans). The data-
based approaches [44, 45, 48] learn unsupervised models of the
joint probability density function of attributes in the datasets. The
state-of-the-art method [48] proposes an unsupervised graphical
model to learn the joint PDF of attributes in one table or multi
tables, so as to obtain the selectivity of a given predicate. However,
the data-based approaches can only estimate the cardinality, while
the query-based and plan-based methods can be easily extended to
deal with the latency estimation.
Latency Estimation Methods. Latency estimation is important
for a wide variety of data management tasks, e.g., admission con-
trol [37] and resource management [35]. A number of studies lever-
aging statistical analysis to address the problem of latency estima-
tion [6, 7, 13, 42, 43, 46]. However, they require human experts to
analyze the properties of an operator or query plan and determine
how they should be transformed into factors. Recently, the database
community attempts to utilize deep learning models to estimate
the latency. Existing deep learning models for latency estimation
are mainly based on query plans. Sun et al. [33] propose a tree-
structured model to learn the mapping between the query plan
and execution latency. The state-of-the-art study [19] proposes a
plan-structured neural network (QPPNet) that can estimate the
latency from the bottom up. However, the existing networks can
only estimate either of cardinality and latency, or simply modify
the output layer to estimate both cardinality and latency.

9 CONCLUSION
We propose a plan-based query cost estimation framework, called
Saturn, to estimate cardinality and latency accurately and efficiently,
for any query plan structures. Overall, this study pioneers to esti-
mate cardinality and latency by considering the latent correlations
between estimation tasks, encode the query plan by using the au-
toencoder, and reduce the overhead of acquiring the training labels
via the pseudo label generator. Extensive experiments offer insight
into the effectiveness and efficiency of the proposed solutions.
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