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#### Abstract

Automation in road vehicles is an emerging technology that has developed rapidly over the last decade. There have been many inter-disciplinary challenges posed on existing transportation infrastructure by autonomous vehicles. In this paper, we conduct an algorithmic study on when and how an autonomous vehicle should change its lane, which is a fundamental problem in vehicle automation field and root cause of most 'phantom' traffic jams. We propose a prediction-and-decision framework, called Cheetah (Change lane smart for autonomous vehicle), which aims to optimize the lane changing maneuvers of autonomous vehicle while minimizing its impact on surrounding vehicles. In the prediction phase, Cheetah learns the spatiotemporal dynamics from historical trajectories of surrounding vehicles with a deep model (GAS-LED model) and predict their corresponding actions in the near future. A global attention mechanism and state sharing strategy are also incorporated to achieve higher accuracy and better convergence efficiency. Then in the decision phase, Cheetah looks for optimal lane change maneuvers for the autonomous vehicle by taking into account a few factors such as speed, impact on other vehicles and safety issues. A tree-based adaptive beam search algorithm is designed to reduce the search space and improve accuracy. In order to make our framework applicable to more scenarios, we further propose an improved Cheetah (Cheetah ${ }^{+}$) framework that makes the autonomous vehicle adapt for exiting a road and meet the requirement for driving comfort. Extensive experiments offer evidence that the proposed framework can advance the state of the art in terms of effectiveness and efficiency.
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## I. Introduction

WITH rapid urbanization and the increasing number of cars on the roads, traffic congestion has become a pressing issue in major cities worldwide. The resulting gridlock not only leads to wasted fuel but also contributes to elevated levels of air pollution [1]. Adding to the frustration of drivers, unexplained traffic jams, commonly known as 'phantom' traffic jams, are a frequent occurrence in everyday scenarios. These jams tend to emerge in areas where traffic density is high, and even minor disruptions, such as forced lane
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changes or hard braking, can set off a chain reaction leading to substantial congestion [2]. Effectively preventing phantom traffic jams requires all vehicles to maintain appropriate gaps between each other and avoid engaging in improper lane changes or sudden braking. However, achieving such a level of coordination and precision is a daunting task for human drivers. The complexities of monitoring and adjusting driving behaviors in real-time, amidst the hustle and bustle of traffic, can make it exceedingly challenging, if not impossible, for human drivers to consistently adhere to these requirements.

With the rapid advancement of vehicle automation technology, it is anticipated that the future adoption of autonomous vehicles will contribute significantly to achieving the goal of efficient and smooth transportation. Studies have demonstrated that the utilization of Adaptive Cruise Control (ACC) in autonomous vehicles for car-following control, incorporating smooth acceleration and braking, enables these vehicles to maintain a consistent distance from the preceding vehicle, thereby mitigating the occurrence of phantom traffic jams [3], [4]. However, in the context of Lane Change Assistant (LCA) systems in autonomous vehicles, the existing algorithms primarily focus on ensuring the safety and comfort of lane change maneuvers [2], [5], [6]. Unfortunately, there has been limited investigation into the potential impact on other surrounding vehicles and the resulting traffic conditions. For instance, Tesla's manual for the Model S advises drivers against using the Auto Lane Change feature on city streets or roads with dynamic traffic conditions [7]. The reason behind this cautionary warning is attributed to the fact that solely relying on the autonomous vehicle's status to determine when and how to change lanes, without considering the driving behaviors of surrounding vehicles, can lead to more severe traffic congestion or even accidents [8]. The absence of a comprehensive understanding of the surrounding traffic dynamics may result in improper lane change decisions, disrupting the flow of vehicles and potentially causing hazardous situations. Our work is grounded on the fundamental assumption that efficient LCA systems in autonomous vehicles should not only ensure safe, smooth, and efficient lane changes but also minimize their impact on surrounding vehicles. This necessitates the consideration of the driving behaviors of neighboring vehicles and the broader traffic conditions, facilitating a more synchronized and harmonious flow of traffic. By addressing this critical aspect, we aim to enhance the overall effectiveness and safety of autonomous vehicle operations.
To sum up, hard braking and improper lane changes are the two main reasons for most phantom traffic jams. In
the field of autonomous driving, the first issue was studied more extensively and handled by ACC systems. However, the second issue has not been addressed well due to a few challenges: 1) lack of proper framework; 2) uncertainty of surrounding vehicles' driving behaviors; and 3) variety of vehicle maneuvers. In this work, we aim to address the above challenges and propose a new LCA system that fulfills SAE (Society of Automotive Engineers) level 4 or 5 automation [9].

For the simplicity of study, we consider a traffic scenario where there is one autonomous vehicle $A$ and many conventional vehicles (with human drivers) $\mathbb{C}$ traveling on a multi-lane road. Our system can only control the behaviors of the autonomous vehicle: lane change, speed-up, speeddown, maintain speed. For other conventional vehicles, we can collect their real-time locations via Internet of Vehicles (IoV) or the autonomous vehicle's sensors. Our objective is to maximize the average speed of the autonomous vehicle without disturbing the other conventional vehicles as much as possible. To this end, we proposed a novel prediction-and-decision framework, called Cheetah, which consists of two phases. In the prediction phase, a trajectory prediction model, namely GAS-LED model (Global Attention and State sharing based LSTM Encoder-Decoder model), is proposed to model the dependencies of spatial and temporal features from neighboring vehicle's historical trajectories and forecast their future behaviors. The state sharing technique coordinated with global attention is designed to connect the encoder and the decoder, which not only achieves high accuracy but also reduces training time. Then during the decision phase, Cheetah hunts for optimal lane change maneuvers efficiently with a maneuver tree-based adaptive beam search algorithm. Instead of setting the width parameter heuristically, our search algorithm can automatically select high-confidence nodes and prune low-confidence nodes in each layer of the tree.

Though our previous work [10] has already achieved the objective of maximizing the average speed of the autonomous vehicle while minimizing its impact on surrounding conventional vehicles, there is still room of improving Cheetah in the following two aspects. (1) Exit strategy: when the autonomous vehicle needs to exit a road, it should enter the leftmost or rightmost lane in advance to make the exit process as smooth as possible. However, as Cheetah does not consider exit strategy in its framework, it may change lane suddenly when the target exit is approaching quickly, which can cause serious traffic jams or even accidents. (2) Comfortawareness: to make the driving more comfortable, it requires the autonomous vehicle to reduce the fluctuations of physical movements [11]. However, at current stage Cheetah ignores the factors for driving comfort, and it is difficult to consider the discomfort caused by both longitudinal acceleration and lateral lane change. To tackle the above problems, we present Cheetah ${ }^{+}$, a more advanced version of Cheetah with the following three improvements. (1) We first propose an Automated Exiting (AutoExit) strategy with an exit factor to consciously control the autonomous vehicle to enter the target lane (i.e., the leftmost or rightmost lane) at a distance from the target exit. (2) Besides, we design a discomfort factor that can measure the fluctuations of both longitudinal acceleration and lateral
lane change of the autonomous vehicle. (3) Furthermore, maintaining the design principle of Cheetah, we reconstruct a set of improved search objectives by introducing an exit and a discomfort factor into our original objective. As a result, Cheetah ${ }^{+}$can not only maximize the average speed of the autonomous vehicle while minimizing its impact on surrounding conventional vehicles, but also make the exit more safely and the driving more comfortably.

The major value-added extension over our preliminary work [10] can be summarized as follows:

- We propose an Automated Exiting (AutoExit) strategy as well as an exit factor to make the autonomous vehicle adapt for exiting a road with the minimal forced lane change.
- We propose a discomfort factor to measure the fluctuations of both longitudinal acceleration and lateral lane change of the autonomous vehicle.
- Based on the well-designed exit and the discomfort factors, we present a set of improved search objectives w.r.t. different conditions of the autonomous vehicle.
- We conduct extensive experiments to evaluate Cheetah ${ }^{+}$on real and simulated data, verifying the effectiveness on multiple metrics.


## II. Problem Statement

## A. Problem Setting

The existing LCS systems mainly focus on the safety and comfortableness of driving, but ignore the impact of the lane change maneuvers of the autonomous vehicle on its surrounding vehicles, which may cause traffic jams. In this work, we try to reduce this impact as much as possible. More formally speaking, our objective is to maximize the average speed of the autonomous vehicle while minimizing its impact on surrounding conventional vehicles.
In this study, we consider an interactive environment where there are one autonomous vehicle $A$ and a set of conventional vehicles $\mathbb{C}$ driving on a straight multi-lane road. For the sake of simplicity, parking and turning are not considered for now. The autonomous vehicle can obtain the real-time location of surrounding vehicles through its sensors or IoV (Internet of Vehicles), and make decision on lane change maneuver at each time instant within a time duration of interest $\mathbb{T}$. Without loss of generality, we assume the dimensions and performance of all vehicles are the same.
In the scenario mentioned above, we first define the notion of lane. A lane $L$ is part of the road used to guide vehicles in the same direction. Usually, a road has multiple (at least two) lanes. Herein, all the lanes are numbered incrementally from the leftmost side to the rightmost side, i.e., $L_{1}, L_{2}, \cdots, L_{\ell}$, where $L_{1}$ and $L_{\ell}$ indicate the leftmost lane and the rightmost lane, respectively. An advantage of using this type of lane-level coordination system is to allow us to focus on the lane change behavior itself without worrying about the lateral position of the vehicle. Next, we introduce two basic units for spatial and temporal dimensions, respectively.
Trajectory Point. A trajectory point $p$ indicates the location of a vehicle in a 2 -dimensional space, wherein $p . L$ denotes the lateral lane number and $p . D_{\text {lon }}$ refers to the longitudinal


Fig. 1. Cheetah overview
distance of the vehicle traveled from the starting point of a lane, which is a fixed point denoted as $p_{s}$ i.e., $p_{s} . D_{l o n}=0$. $p_{C_{i}}^{t}$ or $p_{A}^{t}$ is used to denote the trajectory point of the vehicle $C_{i}$ or $A$ at time instant $t$. The $d\left(p_{C_{i}}^{t}, p_{C_{j}}^{t}\right)$ denotes the longitudinal distance between two trajectory points, which can be calculated as follows:

$$
\begin{equation*}
d\left(p_{C_{i}}^{t}, p_{C_{j}}^{t}\right)=\left|p_{C_{i}}^{t} \cdot D_{l o n}-p_{C_{j}}^{t} \cdot D_{l o n}\right| \tag{1}
\end{equation*}
$$

where $p_{C_{i}}^{t} . D_{\text {lon }}$ is the longitudinal distance of vehicle $C_{i}$ at time instant $t$, which equals to $d\left(p_{s}, p_{C_{i}}^{t}\right)$.
Time Step. In order to model the problem more concisely, we treat the continuous time duration as a set of discrete time steps, i.e., $\mathbb{T}=\{1,2, \cdots, N\}$, and a time step $t \in \mathbb{T}$. It serves as the minimum frequency for the autonomous vehicle to make lane change decisions. Now the question is how to choose a suitable time granularity in real application scenarios? According to [12], the average duration of single-lane change is 4.6 seconds for a vehicle, which includes the transition time and the observation time required by the driver. In the field of microscopic traffic simulation [13], [14]. However, the transition and observation time of lane change is often ignored and the duration of single-lane change is considered less than 1.2 seconds. Therefore, without loss of generality, the time granularity in this work is set to 0.5 seconds, which means the time interval between two consecutive time steps (e.g., $t$ and $t+1$ ) is 0.5 seconds.
Trajectory. A trajectory $\mathcal{T}$ consists of a sequence of vehicle's trajectory points, ordered by time step, i.e., $\mathcal{T}=$ $\left\langle p^{1}, p^{2}, \cdots, p^{t}\right\rangle$. We use $\mathcal{T}_{C_{i}}$ and $\mathcal{T}_{A}$ to denote the trajectory of the vehicle $C_{i}$ and $A$, respectively.
Lane Change Maneuver. A maneuver is a series of (almost) simultaneous behaviors performed by a vehicle in order to accomplish a task (e.g., change lane). Inspired by recent studies in microscopic traffic field, we represent a lane change maneuver at time step $t$ as a pair of a lateral lane change behavior and a longitudinal motion behavior, i.e., $M^{t}=\left[B_{l c}^{t}, B_{m}^{t}\right]$. $B_{l c}^{t}$ can be one of the three behaviors: change left ( $L t$ ), change right ( $R t$ ), and do not change ( $N t$ ), i.e., $B_{l c}^{t} \in\{L t, R t, N t\}$. $B_{m}^{t}$ indicates the longitudinal distance travelled by the vehicle between current and the next time step, i.e., $B_{m}^{t}=d\left(p^{t}, p^{t+1}\right)$.

Given a time duration of interest $\mathbb{T}$, the autonomous vehicle will perform a sequence of lane change maneuvers, denoted by $\mathcal{M}=\left\langle M^{1}, M^{2}, \cdots, M^{N}\right\rangle$, with the objective to maximize its
average speed and minimize the impact on other conventional vehicles. In this work, we use maneuver to stand for lane change maneuver whenever the context is clear.
Restrictions. We pose some traffic restrictions. (1) Speed limit: all lanes are subject to two speed limits: $V_{\min }$ and $V_{\max }$. (2) Lane change restrictions: a vehicle can only change to adjacent lane at each time step. Besides, it should keep $D_{l c s}$ distance at minimum with the preceding and tailing vehicles in the target lane. (3) Safe following distance: all vehicles in the same lane should keep a safe following distance $D_{s s}$.

## B. Framework Overview

Figure 1 illustrates the workflow of the framework. Next we will briefly introduce each component separately.
Trajectory Prediction. In order to reduce the impact of the autonomous vehicle on its surrounding conventional vehicles, Cheetah needs to predict the future trajectories of the surrounding conventional vehicles. To this end, we develop an LSTM-based deep model (i.e., GAS-LED model) to predict the trajectories of $z$ time steps ahead by utilizing historical trajectories in the past $n$ time steps. Instead of predicting the actual coordinates of each trajectory point directly, GAS-LED model is designed to make dual prediction for lateral lane change behavior $B_{l c}$ and longitudinal motion behavior $B_{m}$ of conventional vehicles at future time steps. For $B_{l c}$, the model estimates the probability of three behaviors and selects the behavior with the maximum probability as the predicted result. For $B_{m}$, the model outputs a longitudinal travel distance.

The most challenging part is how to maintain high accuracy in dynamic traffic environments, where the context of the autonomous vehicle keeps changing. To this end, we adopt a parallel model architecture integrated with a global attention mechanism to improve the prediction accuracy. In addition, an encoder-and-decoder state sharing mechanism is enabled to improve the convergence efficiency, so that the model can get up-to-date more quickly when the environment changes.
Maneuver Decision. Once GAS-LED model outputs the predicted trajectories of the surrounding conventional vehicles, Cheetah can search for the optimal maneuver sequence for the autonomous vehicle by using a search module (i.e., maneuver sequence search module). However, since the longitudinal motion behaviors $B_{m}$ is a continuous value, we need to discretize it first to make the search process feasible and then
convert it back to continuous value during post-processing. There are two goals during the search process. The first one is to maximize the average speed of the autonomous vehicle, and the second one is to minimize the impact on surrounding conventional vehicles, which is characterized by an impact factor to measure the extent to which the conventional vehicles are affected by the maneuver of the autonomous vehicle.

The most challenging part is how to reduce search space and achieve high efficiency. To this end, we propose to use a maneuver tree structure to represent the entire search space. Using our adaptive beam search algorithm, the maneuver tree can be kept within a tractable size so the search process can be performed efficiently.

## III. Trajectory Prediction

To reduce the impact of the autonomous vehicle on its surrounding conventional vehicles, it is necessary for the autonomous vehicle to predict the future trajectories of its surrounding conventional vehicles. In Cheetah, we propose a novel trajectory prediction model (i.e., GAS-LED model). It divides the trajectory prediction task into two sub-tasks, namely lane change classification and motion regression, which can assure the accuracy of lane-level trajectory prediction and the reliability of maneuver decision-making. Moreover, GAS-LED model is designed to be trained efficiently with fast convergence so that the model can get up-to-date quickly when the environment changes dramatically.

## A. Limitations of Existing Methods

Existing studies on trajectory prediction can be broadly classified into two categories, i.e., rule-based and learningbased trajectory prediction. In the sequel, we will briefly discuss the limitations of both categories of methods.
Rule-based Trajectory Prediction. Rule-based trajectory prediction methods mainly apply the transportation rules to simulate traffic flow models. For example, a vehicle will move to the right lane when there is no vehicle on its right front, or it will speed up when there is no preceding vehicle. The simulated models can be applied to predict the future possible actions of vehicles according to the real-time road environment at each time step. The cellular automaton algorithms are capable of simulating the traffic flows [15][17], which complete the task efficiently in simple scenarios like one-way straight lane and coarse-grained scene. However, these methods ignore the historical trajectories of vehicles, which makes them difficult to perform long-term predictions. Besides, since these methods are designed for simple traffic conditions, the level of accuracy will be reduced significantly in more complex scenarios such as vehicles on a multi-lane road in our studied problem.
Learning-based Trajectory Prediction. In recent years, with a success achieved in applying RNN to model non-linear temporal dependencies in sequence learning tasks, there have been plenty of works [18]-[23] utilizing RNN to predict the trajectories of vehicles. Overall, they have some common characteristics. (1) RNNs are adopted to extract long-term historical features. (2) The scale of the neural networks is large,
and there are many training parameters and hyperparameters involved. (3) Single models output lateral and longitudinal information, which are continuous values in the Cartesian coordinate system.

These trajectory prediction models are able to predict longterm trajectories, and deal with the scenes with fine granularity and multi-interaction conditions based on the historical trajectories of vehicles. However, the training process of the aforementioned models is usually time-consuming due to a large number of parameters and hyperparameters. This will hinder the autonomous vehicle from updating model parameters promptly. Moreover, using a single model to predict both the lateral and longitudinal information may compromise the accuracy of lane-level trajectory prediction, leading to unreliable maneuver decisions. In general traffic scenarios, such as highways or urban roads, the road structure predominantly consists of multi-lane roads, where vehicles exhibit stable driving behavior at high speeds. Directly predicting the precise position of a vehicle in such scenarios can be costly in terms of training and prone to errors. This is due to the significant variation in the longitudinal driving distance compared to the relatively minor changes in lateral position. To simplify the prediction process while ensuring validity, the lane-level coordinate system can be utilized, as vehicles cannot drive side by side within the same lane due to lane width restrictions. By replacing coordinate predictions with predictions of lateral lane change behavior and longitudinal travel distance, the effectiveness of predictions can be improved while reducing model complexity. In summary, our goal is to develop an accurate and efficient lane-level trajectory prediction model.

## B. GAS-LED Model

We propose a Global Attention and State sharing based LSTM Encoder-Decoder model, called GAS-LED model, for lane-level trajectory prediction. More specifically, a global attention mechanism is applied to assign attention weights to the encoder hidden state vectors for reflecting their different importance while avoiding complicating the model unduly. Besides, in order to improve the convergence efficiency of the model, we design an encoder-and-decoder state sharing mechanism to reduce the workload of calculation. The introduction of the encoder-decoder structure offers several significant benefits, including the ability to learn end-to-end, capture complex dependencies, generate accurate predictions, adapt to different scenarios, and handle diverse input and output formats. Furthermore, when combined with the proposed state sharing mechanism, the encoder-decoder structure enables efficient convergence and enhances its suitability for multistep lane change and motion prediction. Furthermore, we adopt a dual-model structure, i.e., two similar GAS-LED models operate in parallel to perform lane change classification and motion regression simultaneously. The two models share the same underlying structure, which are trained separately and optimized for their own tasks (i.e., lane change classification and motion regression) to improve accuracy.

Let $\mathcal{T}^{h}$ denote a historical trajectory and $\mathcal{T}^{f}$ denote a predicted future trajectory. The length of $\mathcal{T}^{h}$ and $\mathcal{T}^{f}$ are indicated


Fig. 2. GAS-LED model structure
by $n$ and $z$, respectively, i.e., $\mathcal{T}^{h}=\left\langle p^{t-n+1}, p^{t-n+2}, \cdots, p^{t}\right\rangle$ and $\mathcal{T}^{f}=\left\langle p^{t+1}, p^{t+2}, \cdots, p^{t+z}\right\rangle$, where $t$ represents the current time step. At each time step, taking a historical trajectory $\mathcal{T}^{h}$ of the past $n$ time steps as input, the GASLED model outputs the predicted trajectory $\mathcal{T}^{f}$ of the future $z$ time steps. Next, we detail the GAS-LED model.
Input. The autonomous vehicle can get a set of 2-dimensional trajectory points from radar sensors including lateral lane number $p . L$ and longitudinal distance $p . D_{l o n}$. GAS-LED model needs to use a sequence of historical trajectory points to forecast a sequence of future trajectory points. The input features $X$ are $\left[x_{t-n+1}, x_{t-n+2}, \cdots, x_{t}\right]$ with the input window length $n$, where each $x$ has 14 features: 2 for predicted vehicle $\left(C_{0}\right)$ and 12 for its surrounding vehicles (i.e., $\mathbb{C}_{C_{0}}=$ $\left.\left\{C_{1}, C_{2}, C_{3}, C_{4}, C_{5}, C_{6}\right\}\right)$. The predicted vehicle $C_{0}$ has two features: current lane number $p_{C_{0}}^{t} . L$ and longitudinal distance $p_{C_{0}}^{t} . D_{\text {lon }}$. For the surrounding vehicles $\mathbb{C}_{C_{0}}$, we choose them based on the previous work [19], which have the most effect on the predicted vehicle. Each of them has two features: current lane number $p_{C_{q}}^{t} . L$ and relative longitudinal distance from the predicted vehicle $d\left(p_{C_{0}}^{t}, p_{C_{q}}^{t}\right)$, where $C_{q} \in \mathbb{C}_{C_{0}}$.
Output. In the task of lane-level trajectory prediction, we focus on which lane the vehicle is in. Thus, for the lane change behavior $B_{l c}$, the model should output the probability of each lane change behavior, and then select the behavior with the maximum probability as the predicted result. Specifically, $\hat{l}_{t}$ denotes a 3 -dimensional probability vector $\left[\hat{l}_{t}^{1}, \hat{l}_{t}^{2}, \hat{l}_{t}^{3}\right]$ at time step $t$, where $\hat{l}_{t}^{1}=\mathcal{P}(L t), \hat{l}_{t}^{2}=\mathcal{P}(R t)$ and $\hat{l}_{t}^{3}=\mathcal{P}(N t)$. For the motion behavior $B_{m}$, the model should output the longitudinal travel distance $d\left(p_{C_{0}}^{t}, p_{C_{0}}^{t+1}\right)$, denoted as $\hat{m}_{t}$.

As a result, for lane change classification, the output results $Y_{\hat{l}}$ are $\left[\hat{l}_{t}, \hat{l}_{t+1}, \cdots, \hat{l}_{t+z-1}\right]$ with the output window length $z$, which represent the probabilities of $L t, R t$, and $N t$ in near future time steps. For motion regression, the output results $Y_{\hat{m}}$ are $\left[\hat{m}_{t}, \hat{m}_{t+1}, \cdots, \hat{m}_{t+z-1}\right]$ with the output window length $z$, which indicate the longitude travel distance of the predicted vehicle in near future time steps.
Trajectory Prediction Objective. Given the current time step $t$, our model needs to minimize the loss function as follows:

$$
\begin{equation*}
\text { Loss }=\sum_{\tau=t}^{t+z-1} \sum_{i=1}^{3}-l_{\tau}^{i} \log \left(\hat{l}_{\tau}^{i}\right)+\frac{1}{z} \sum_{\tau=t}^{t+z-1}\left(m_{\tau}-\hat{m}_{\tau}\right)^{2} \tag{2}
\end{equation*}
$$

where $l_{\tau}^{i}$ and $m_{\tau}$ denote the true values of the probability
and distance, respectively. This loss function is the sum of Cross-entropy loss and Mean Squared error.
Model Structure. As shown in Figure 2, the historical information of the predicted vehicle and its surrounding vehicles is taken as the input of our GAS-LED model. Then, two similar models are applied in parallel to obtain multiple outputs simultaneously, i.e., the softmax activation for lane change classification, and the linear activation for motion regression. In the encoder part, the global attention mechanism assigns different attention weights to the hidden state vectors, which can reflect their different importance [24]. Besides, the decoder uses the last hidden and cell state vector of the encoder directly, as indicated by the blue and purple lines in Figure 2

To be specific, in the encoder part, the input $X$ is firstly embedded into $\tilde{X}$ via the embedding layer, i.e., $\tilde{X}=$ $\phi_{e b}\left(X ; W_{e b}\right)$, where $\phi_{e b}$ is the embedding function with ReLU activation, $W_{e b}$ denotes the embedding parameters. Secondly, $\tilde{X}$ is fed into the encoder LSTM, and the LSTM calculates the hidden and cell state vectors for each step $s \in\{1,2, \cdots, n\}$ as follows:

$$
\begin{equation*}
h_{1}^{s}, c_{1}^{s}=L S T M_{1}\left(h_{1}^{s-1}, c_{1}^{s-1}, \tilde{x}_{s} ; W_{l 1}\right) \tag{3}
\end{equation*}
$$

where $h_{1}^{s-1}$ and $c_{1}^{s_{1}-1}$ are the hidden and cell state vectors at the previous step $s-1, \tilde{x}_{s}$ denotes $s$-th vector of $\tilde{X}$, and $h_{1}^{0}$ and $c_{1}^{0}$ are set as the initial vectors according to [25]. Thirdly, the global attention mechanism uses the concatenated hidden state vectors to output the attention weights $a$ which can be calculated as follows:

$$
\begin{equation*}
\boldsymbol{a}=\phi_{g a}\left(\operatorname{Concat}\left(h_{1}^{1}, h_{1}^{2}, \cdots, h_{1}^{n}\right) ; W_{a t}\right) \tag{4}
\end{equation*}
$$

where $\phi_{g a}$ is the global attention function with softmax activation [26]. Finally, the output vector of the encoder part $h_{\text {encoder }}$ can be formulated as $\sum_{s=1}^{n} a^{s} \cdot h_{1}^{s}$, where $a^{s}$ denotes $s$-th attention weight of $\boldsymbol{a}$, and $h_{\text {encoder }}$ is the aggregation of all hidden state vectors w.r.t. different attention weights.

In the decoder part, the decoder LSTM is firstly used to decode the output vector from the encoder. However, the LSTM uses state sharing mechanism, which means that the state vectors of each decoding step equal to the last hidden and cell state vectors from the encoder LSTM, i.e., $h_{1}^{n}$ and $c_{1}^{n}$. To be specific, the decoder LSTM calculates the hidden and cell state vectors for each step $s^{\prime} \in\{1,2, \cdots, z\}$ as follows:

$$
h_{2}^{s^{\prime}}, c_{2}^{s^{\prime}}= \begin{cases}L S T M_{2}\left(h_{1}^{n}, c_{1}^{n}, h_{\text {encoder }} ; W_{l 2}\right) & s^{\prime}=1  \tag{5}\\ L S T M_{2}\left(h_{1}^{n}, c_{1}^{n}, h_{2}^{s^{\prime}-1} ; W_{l 2}\right) & \text { otherwise }\end{cases}
$$

At the first step, the input vector of the LSTM is $h_{\text {encoder }}$, after which the input will be changed to the hidden state vector at the previous step. Finally, the concatenated hidden state vectors are input to the fully connected output layer. Since we have two parallel GAS-LED models, and their calculations are the same except for the outputs, here, we distinguish their fully connected output layers as follows:

$$
\begin{gather*}
Y_{l}=\phi_{o l}\left(\operatorname{Concat}\left(h_{2}^{1}, h_{2}^{2}, \cdots, h_{2}^{z}\right) ; W_{o l}\right) \\
Y_{m}=\phi_{o m}\left(\operatorname{Concat}\left(h_{2}^{1}, h_{2}^{2}, \cdots, h_{2}^{z}\right) ; W_{o m}\right) \tag{6}
\end{gather*}
$$

where $\phi_{o l}$ is the output function (for lane change classification) with softmax activation, and $\phi_{o m}$ is the output function (for motion regression) with linear activation.

To sum up, one GAS-LED model, used for lane change classification, outputs the lane change behaviors of the future time steps; another GAS-LED model, used for motion regression, outputs the longitudinal travel distance of the future time steps. We simply combine the two outputs to obtain the predicted trajectory points $\left(p . L, p . D_{l o n}\right)$ of the future time steps for the predicted vehicle $C_{0}$, as a result of its future trajectory $\mathcal{T}_{C_{0}}^{f}$. Model Implementation. For the model implementation, the embedding layer contain 64 units with ReLU activation. The fully connected output layers for lane change classification and motion regression are comprised of 3 units and 1 unit, respectively. The encoder and decoder LSTMs have 128 units, while the global attention mechanism involves two fully connected layers (activated by softmax), each with 64 units.

## IV. Maneuver Decision

After having the predicted future trajectories of the surrounding conventional vehicles, the autonomous vehicle needs to plan its maneuver based on the prediction. However, since the motion behavior $B_{m}$ of the autonomous vehicle is a continuous value, performing a search against it directly will be extremely time-consuming. To speed up the search process, we develop two stages for maneuver decision: maneuver sequence search and maneuver process. In the maneuver sequence search stage, we search for a discretized version of the optimal maneuver sequence of the autonomous vehicle. Specifically, a discretized maneuver at time step $t$ is a pair $\tilde{M}^{t}=\left[B_{l c}^{t}, \tilde{B}_{m}^{t}\right]$, where $\tilde{B}_{m}^{t}$ is a discretized version of $B_{m}^{t}$ taking one of three behaviors: speed-up ( $U p$ ), speed-down ( $D w$ ), and maintain speed $(M t)$, i.e., $\tilde{B}_{m}^{t} \in\{U p, D w, M t\}$. In the maneuver process stage, we generate the precise value for $B_{m}^{t}$ based on $\tilde{B}_{m}^{t}$ obtained in the first stage. Since the logic of the maneuver process is easy to implement by using authoritative technology-Automotive Lane Change Aid (ALCA) [27], we mainly focus on the maneuver sequence search in this section.

## A. Problem Definition

At time step $t$, given a prediction horizon $z$, the objective of maneuver sequence search is to find a maneuver sequence $\tilde{\mathcal{M}}=\left\langle\tilde{M}^{t}, \tilde{M}^{t+1}, \cdots, \tilde{M}^{t+z-1}\right\rangle$ of length $z$ to 1) maximize the average speed of the autonomous vehicle (benefit); and to 2) minimize its impact on surrounding conventional vehicles (cost). In the following, we first quantitatively define the impact factor used in search condition 2), and then formally define the search objective.
Impact Factor $F_{i m}$. At time step $t$, we assume the maneuver $\tilde{M}^{t}$ of the autonomous vehicle $A$ can have impact on the set of conventional vehicles $\mathbb{C}_{A}$ within a radius of $R$. The impact, called impact factor, will emerge after the maneuver being performed, and thus it will be acquired at time step $t+1$. Formally, the impact factor $F_{i m}^{t+1}$ is defined as the sum of the sub-impact factor $f_{i m}^{C_{i}, t+1}$ for each surrounding conventional vehicles $C_{i} \in \mathbb{C}_{A}$, i.e., $F_{i m}^{t+1}=\sum f_{i m}^{C_{i}, t+1}$. Specifically, we categorize the impact situations of maneuver within radius $R$ into three types: queuing, jumping the queue, and crossing. Figure 3 illustrates the three situations, where the red shaded area, called conflicting area, is the location


Fig. 3. Three impact situations
that both vehicles plan to arrive at the next time step. These three impacts encompass the effects of vehicle interactions on regular roads, including both the impacts of lateral lane changes and the impacts of longitudinal deceleration. Prior transportation studies have shown that crossing usually has the greatest impact, while queuing has the least [28], [29]. Therefore, by assigning sub-impact factors, we can effectively measure the severity of different impact situations, with emphasis on the relative differences between these factors. To distinguish the impacts of queuing, jumping the queue, and crossing, the absolute values of the three impact factors will be set as 1,2 , and 3 , respectively. Next we present how to predict the three impact situations.

Obviously, the impact situations depend on the future trajectories of the surrounding conventional vehicles and the maneuver of the autonomous vehicle. A vehicle's state at time step $t$ can be described using a pair $\left[p^{t}, p^{t+1}\right]$, which is used to describe its location at time step $t$ and its immediate future location at time step $t+1$. Then the impact situations can be determined by checking if the autonomous vehicle and the conventional vehicle are on the same lane and their following distance is below the safe distance threshold. We use Algorithm 1 to predict the impact situations and calculate the impact factor $F_{i m}^{t+1}$.

```
Algorithm 1: Impact factor calculation
    Input: current time \(t\), autonomous vehicle \(A\), all conventional
            vehicles \(\mathbb{C}_{A}\) in radius range \(R\)
    Output: impact factor \(F_{i m}^{t+1}\)
    \(F_{i m}^{t+1} \leftarrow 0\);
    foreach \(C_{i} \in \mathbb{C}_{A}\) do
        \(f_{i m}^{C_{i}, t+1} \leftarrow 0 ;\)
        if \(p_{C_{i}}^{t+1} . L=p_{A}^{t+1} . L\) then
            if \(d\left(p_{C_{i}}^{t+1}, p_{A}^{t+1}\right)<D_{s s}\) then
                if \(p_{C_{i}}^{t} . L=p_{A}^{t} . L\) then
                        \(f_{i m}^{C_{i}, t+1} \leftarrow 1 ; \quad / /\) queuing
                else
                        \(f_{i m}^{C_{i}, t+1} \leftarrow 2 ; \quad / /\) jumping the queue
                end
            end
        else
            if \(p_{C_{i}}^{t+1} . L=p_{A}^{t} . L\) and \(p_{C_{i}}^{t} . L=p_{A}^{t+1} . L\) then
                if \(d\left(p_{C_{i}}^{t+1}, p_{A}^{t+1}\right)<D_{l c s}\) or \(d\left(p_{C_{i}}^{t}, p_{A}^{t}\right)<D_{l c s}\) then
                    \(f_{i m}^{C_{i}, t+1} \leftarrow 3 ; \quad / /\) crossing
                    end
                end
        end
        \(F_{i m}^{t+1} \leftarrow F_{i m}^{t+1}+f_{i m}^{C_{i}, t+1} ;\)
    end
    return \(F_{i m}^{t+1}\);
```

Search Objective. We define the overall search objective as a linear combination of the above two search conditions.

Specifically, at time step $t$, we aim to search for the maneuver sequence that maximizes the objective function defined below:

$$
\begin{equation*}
\underset{\tilde{\mathcal{M}}}{\arg \max } \sum_{\tau=t}^{t+z-1} V_{A}^{\tau+1}-F_{i m}^{\tau+1} \tag{7}
\end{equation*}
$$

Here, the speed of autonomous vehicle at time step $t+1$ (i.e., $V_{A}^{t+1}$ ) is calculated as $V_{A}^{t+1}=V_{A}^{t}+a_{A}^{t} * 0.5$, where $a_{A}^{t}$ denotes the acceleration of the autonomous vehicle at time step $t$. Benefiting from the the discretized motion behavior $\tilde{B}_{m}^{t}, a_{A}^{t}$ is determined by different $\tilde{B}_{m}^{t}$ as follows:

$$
a_{A}^{t}= \begin{cases}a_{u p} & \tilde{B}_{m}^{t}=U p  \tag{8}\\ a_{d w} & \tilde{B}_{m}^{t}=D w \\ 0 & \tilde{B}_{m}^{t}=M t\end{cases}
$$

where $a_{u p}$ and $a_{d w}$ denote the speed-up acceleration and the speed-down acceleration, respectively. It should be noted that the range of features $\left(V_{A}\right.$ and $\left.F_{i m}\right)$ is normalized to $[0,1]$.

## B. Maneuver Sequence Search Module

Maneuver Tree Structure. A maneuver tree is a tree-based data structure. The depth of the tree is $z$, and each nonleaf node has 9 child nodes (i.e., $3 \times 3$ pairs of discretized maneuver). Each node (except for the root) represents a kind of maneuver $\tilde{M}$ of the autonomous vehicle, and each edge holds two weights namely $F_{i m}$ (cost) and $V_{A}$ (benefit) of choosing this edge. The root node is the current state while its child nodes represent the maneuvers.
Workflow Overview. At each time step, the maneuver tree will be reinitialized as a nine-complete tree with a fixed depth $z$, with the latest weights on each edge. First, based on the current trajectory point of the autonomous vehicle, some invalid nodes can be discarded based on the following rules:

- When the autonomous vehicle is in the rightmost lane, three direct child nodes (denoting the behavior of 'Change right') of the current node will be removed.
- When the autonomous vehicle is in the leftmost lane, three direct child nodes (representing the behavior of 'Change left') of the current node will be removed.

After deleting the invalid points, we use the adaptive beam search algorithm to search for the optimal path in the tree. Finally, the tree will be updated to prepare for the next process. Adaptive Beam Search Algorithm. For a search process, a search algorithm is applied to search for a $z$-length path from the root node to the leaf node in the maneuver tree that achieves the search objective. Existing search algorithms use a predetermined number of candidate nodes in each layer (called the width) and only those nodes are expanded next, i.e., Bruteforce search algorithm (width=9), Greedy search algorithm (width $=1$ ) [30] and Beam search algorithm $(1<$ width $<9)$ [31]. The greater the width, the fewer nodes are pruned and the more time-consuming the search process is. It is important to acknowledge that brute force search possesses the widest scope and can guarantee the optimal solution. However, as the depth of the search tree increases, the search space expands exponentially, leading to a substantial rise in search time. Once the depth reaches 10 , the search response time exceeds 500 milliseconds, which surpasses the duration of a single
time step (i.e., 0.5 seconds), rendering the search process unsuccessful. In fact, the width may depend on the weight distribution of each layer, and thus should be predetermined more adaptively. For instance, in one layer, the weights are $(0.01, \underline{0.4}, \underline{0.5}, 0.003)$, in another layer, the weights are (0.7, $\underline{0.6}, \underline{0.8}, \underline{0.9})$. If the algorithm fixes a small-sized width, it will ignore some valuable nodes $(0.7,0.6)$, leading to a local optimum solution. Alternatively, if the algorithm fixes a largesized width, it will consider excessive nodes $(0.01,0.03)$. Thus, the width in each layer depends on the different number of nodes with high weights (a.k.a. high-confidence).

Instead of fixing the search width, we adaptively select the candidate nodes with high confidence in each layer. To automatically select the candidate nodes, we define a threshold $\gamma$, which determines the minimum difference between high-confidence nodes and low-confidence nodes. Specifically, in $i$-th layer $(i \in\{1,2, \cdots, z\}$ ), we sort all the nodes descending based on their cumulative weights $C W=$ $\sum_{\tau=t}^{t+i-1} V_{A}^{\tau+i}-F_{i m}^{\tau+i}$. Then we select the high-confidence nodes (from $C W_{T o p 1}$ to $C W_{T o p K}$ ) as the candidate nodes based on $\gamma$, i.e., $C W_{\text {TopK }}-C W_{T o p K+1} \geq \gamma$. Thereafter, the nodes in $i+1$-th layer are the child nodes of the candidate nodes in $i$-th layer, while the non-candidate nodes are pruned to reduce search space. The search procedure in our adaptive beam search algorithm is similar to the classical beam search algorithm [31]. At each time step, once reaching the search depth (i.e., $z$ ), the algorithm will return a $z$-length path with the highest cumulative weights.
Example. As illustrated in Figure 4, the number of candidate nodes in each layer is different $(4 \rightarrow 6 \rightarrow 7 \rightarrow 5 \rightarrow 5)$ following the threshold $\gamma$, and the non-candidate nodes are pruned accordingly. The search result is a 5 -length path with the highest cumulative weights (yellow path).


Fig. 4. Example of adaptive beam search

## V. EXtension

As the extension of our previous work [10], we propose an improved Cheetah (Cheetah ${ }^{+}$) framework that makes the autonomous vehicle adapt for exiting a road and meet the requirement for driving comfort. Next, we first elaborate the two optimizations, and then present the improved search objectives used in Cheetah ${ }^{+}$.

## A. Exit Strategy

A vehicle traveling on a road will always need to exit the road for reaching its destination. Usually, an autonomous


Fig. 5. PLC and FLC areas of AutoExit
vehicle should enter the leftmost or rightmost lane of a road in advance to ensure its exit. Intuitively, one can introduce a rule-based exiting strategy into a lane change algorithm, e.g., the Full Overlap Strategy (FOS) [32] that performs forced lane change within the predefined range in each lane. However, forced lane change before the target exit may cause serious traffic jams or even accidents since the autonomous vehicle ignores the impact of lane change maneuvers on its surrounding conventional vehicles.

To tackle the problem, we propose an Automated Exiting strategy, called AutoExit, to make the autonomous vehicle adapt for exiting a road and reduce forced lane change, when it needs to exit. The main idea behind AutoExit is to consciously control the autonomous vehicle to enter the target lane (i.e., the leftmost or rightmost lane) at a distance from the target exit. As shown in Figure 5, we define two areas before the target exit, i.e., proactive lane-changing (PLC) area and forced lanechanging (FLC) area. In PLC area, the autonomous vehicle needs to balance the benefit and cost of changing lane, and tries to enter or approach the target lane. In FLC area, the autonomous vehicle may perform forced lane change to ensure its exit, following FOS [32]. Apparently, if the autonomous vehicle enters or approaches the target lane in PLC area, the times of forced lane change will be greatly reduced. Therefore, we should design an additional factor that measures the benefit of the autonomous vehicle changing lane in PLC area, and introduce it into the original search objective in Equation (7). Next, we give the exit factor used in AutoExit.
Exit Factor $F_{e x}$. At time step $t$, we assume the maneuver $\tilde{M}^{t}$ of the autonomous vehicle $A$ can have positive benefit when getting close to the target lane, or have zero benefit when staying away from the target lane. The benefit, called exit factor, will emerge after the maneuver being performed, and thus it will be acquired at time step $t+1$. The exit factor $F_{e x}^{t+1}$ is determined by the target lane number ( 1 or $\ell$ ), the current lane number $p_{A}^{t}$.L, and the current lane change behavior $B_{l c}^{t}$. Formally, when the target lane number is 1, i.e., the target lane is the leftmost lane $L_{1}$, the exit factor is defined as follows:

$$
F_{e x}^{t+1}= \begin{cases}1 & p_{A}^{t} \cdot L \neq 1 \text { and } B_{l c}^{t}=L t  \tag{9}\\ 1 & p_{A}^{t} \cdot L=1 \text { and } B_{l c}^{t}=N t \\ 0 & p_{A}^{t} \cdot L \neq 1 \text { and } B_{l c}^{t} \neq L t\end{cases}
$$

where $L t$ denotes change left, and $N t$ denotes do not change. When the target lane number is $\ell$, i.e., the target lane is the rightmost lane $L_{\ell}$, the exit factor is defined as follows:

$$
F_{e x}^{t+1}= \begin{cases}1 & p_{A}^{t} \cdot L \neq \ell \text { and } B_{l c}^{t}=R t  \tag{10}\\ 1 & p_{A}^{t} \cdot L=\ell \text { and } B_{l c}^{t}=N t \\ 0 & p_{A}^{t} \cdot L \neq \ell \text { and } B_{l c}^{t} \neq R t\end{cases}
$$

where $R t$ denotes change right. The acquired exit factor enables AutoExit to measure the benefit of the autonomous
vehicle changing lane in PLC area, and we can directly introduce it into the original search objective as an additional search condition (detailed in Section V-C). Once the autonomous vehicle leaves PLC area, i.e., enters FLC area, AutoExit utilizes FOS [32] to ensure that the autonomous vehicle can exit the road. We note that if the autonomous vehicle does not need to exit the road, AutoExit will be hidden as the default.

## B. Comfort-aware Driving

In addition to taking speed and impact on other vehicles into account, autonomous driving needs to be comfortable and enjoyable to be accepted by passengers [33]. It requires the autonomous vehicle to minimize the avoidable fluctuations of physical movements [11]. Existing lane change algorithms [5], [6], [34], [35] enhance driving comfort of the autonomous vehicle by minimizing its Jerk feature. Jerk feature, defined as the change rate of acceleration, is used to measure driving comfort since it has a strong influence on the comfort of the passengers [36]. The larger the Jerk feature is, the more uncomfortable passengers will feel. However, the existing algorithms mainly focus on the change rate of longitudinal acceleration, ignoring the discomfort caused by frequent lateral lane change. Obviously, frequent lane change of the autonomous vehicle could cause passengers discomfort and even lead to potential accidents.

To solve the problem above, we design a discomfort factor that can measure the fluctuations of both longitudinal acceleration and lateral lane change of the autonomous vehicle, and introduce it into the original search objective in Equation (7), thus making the autonomous vehicle meet the requirement for driving comfort more comprehensively. Next, we elaborate the discomfort factor.
Discomfort Factor $F_{d i}$. At time step $t$, we assume the maneuver $\tilde{M}^{t}$ of the autonomous vehicle $A$ has influence on the driving comfort. The influence, called discomfort factor, will emerge after the maneuver being performed, and thus we assume it can be acquired at time step $t+1$. Formally, the discomfort factor $F_{d i}^{t+1}$ is defined as the sum of two sub-discomfort factors: 1) the change rate of longitudinal acceleration between time step $t-1$ and $t$, denoted by $f_{\text {lonac }}^{(t-1, t)}$; and 2) the change extent of lateral lane change behavior between time step $t-1$ and $t$, denoted by $f_{l a t l c}^{(t-1, t)}$. Overall, $F_{d i}^{t+1}=f_{\text {lonac }}^{(t-1, t)}+f_{\text {latlc }}^{(t-1, t)}$. Based on the calculation of Jerk feature [11], the change rate of longitudinal acceleration between $t-1$ and $t$ is calculated as follows:

$$
\begin{equation*}
f_{\text {lonac }}^{(t-1, t)}=\frac{\left|a_{A}^{t}-a_{A}^{t-1}\right|}{a_{u p}-a_{d w}} \tag{11}
\end{equation*}
$$

where $a_{A}^{t}$ denotes the acceleration of the autonomous vehicle at time step $t$, and $a_{u p}$ and $a_{d w}$ denote the speed-up acceleration and the speed-down acceleration, respectively. The range of $f_{\text {lonac }}^{(t-1, t)}$ is $[0,1]$. When there is a noticeable change in the longitudinal acceleration of the autonomous vehicle between $t-1$ and $t$, the value of $f_{\text {lonac }}^{(t-1, t)}$ will be close to 1 ; otherwise, it will be close to 0 . The change extent of lateral lane change behavior between $t-1$ and $t$ is defined as follows:

$$
f_{l a t l c}^{(t-1, t)}= \begin{cases}1 & B_{l c}^{t-1} \neq N t \text { and } B_{l c}^{t} \neq N t  \tag{12}\\ 0 & \text { otherwise }\end{cases}
$$

where $B_{l c}^{t-1}$ denotes the lane change behavior at time step $t-1$. The range of $f_{\text {latlc }}^{(t-1, t)}$ is $[0,1]$. When the autonomous vehicle exhibits frequent lateral lane changes between $t-1$ and $t$, the value of $f_{\text {latlc }}^{(t-1, t)}$ will be close to 1 ; otherwise, it will be close to 0 . $f_{\text {lonac }}^{(t-1, t)}$ and $f_{\text {latlc }}^{(t-1, t)}$ work together to evaluate the comfort of the autonomous vehicle, aiming to reduce instances of frequent acceleration, deceleration, and lane-changing behavior. Thereafter, we can directly introduce the discomfort factor into the original search objective as an additional search condition (detailed in Section V-C).

## C. Improved Search Objectives

Cheetah ${ }^{+}$is an improved version of Cheetah, which is designed to maximize the average speed of the autonomous vehicle while minimizing its impact on surrounding conventional vehicles, as well as make the autonomous vehicle adapt for exiting a road and meet the requirement for driving comfort. Benefiting from the well-designed exit factor and discomfort factor, we can introduce them into the original search objective as the additional search conditions, and search for the optimal maneuver sequence by using the maneuver sequence search module described in Section IV-B. Specifically, the improved search objectives used in Cheetah ${ }^{+}$are determined by different conditions of the autonomous vehicle as follows:

- Condition 1: Do not need to exit / Need to exit before PLC area. At time step $t$, if the autonomous vehicle does not need to exit the road or it needs to exit and travels before PLC area, we aim to search for its maneuver sequence that maximizes the objective function as follows:

$$
\begin{equation*}
\underset{\tilde{\mathcal{M}}}{\arg \max } \sum_{\tau=t}^{t+z-1} V_{A}^{\tau+1}-F_{i m}^{\tau+1}-F_{d i}^{\tau+1} \tag{13}
\end{equation*}
$$

where $\tilde{\mathcal{M}}$ denotes the maneuver sequence of length $z$, and $V_{A}^{\tau+1}, F_{i m}^{\tau+1}$ and $F_{d i}^{\tau+1}$ denote the speed, the impact factor and the discomfort factor of the autonomous vehicle at time step $\tau+1$, respectively. In this condition, the autonomous vehicle need to maximize its average speed while minimizing its impact on surrounding conventional vehicles, as well as meet the requirement for driving comfort.

- Condition 2: Need to exit in PLC area. At time step $t$, if the autonomous vehicle needs to exit the road and travels in PLC area, we aim to search for its maneuver sequence that maximizes the objective function as follows:

$$
\begin{equation*}
\underset{\tilde{\mathcal{M}}}{\arg \max } \sum_{\tau=t}^{t+z-1} V_{A}^{\tau+1}-F_{i m}^{\tau+1}+F_{e x}^{\tau+1}-F_{d i}^{\tau+1} \tag{14}
\end{equation*}
$$

where $F_{e x}^{\tau+1}$ denotes the exit factor of the autonomous vehicle at time step $\tau+1$. In this condition, the autonomous vehicle needs to maximize its average speed while minimizing its impact on surrounding conventional vehicles, as well as adapt for exiting the road and meet the requirement for driving comfort. For the above two conditions, the range of features $\left(V_{A}, F_{i m}, F_{e x}\right.$, and $F_{d i}$ ) is normalized to $[0,1]$.

- Condition 3: Need to exit in FLC area. At time step $t$, if the autonomous vehicle needs to exit the road and travels in FLC area, the objective function is set to null, and the maneuver sequence search module is replaced with FOS [32] to ensure that the autonomous vehicle can exit the road successfully.


## VI. EXPERIMENTS

## A. Experimental Settings

We implement all models and algorithms in Python on Linux, and run the experiments on a machine with an $\operatorname{Intel}(\mathrm{R})$ CPU i7-4770@3.4GHz and 32G RAM.
Datasets. As it requires interaction between the autonomous and conventional vehicles, most of the experiments are conducted in two simulated environments, called SIM and SIM ${ }^{+}$, where SIM is used for evaluating Cheetah and SIM $^{+}$is used for evaluating the improved Cheetah (i.e., Cheetah ${ }^{+}$). Specifically, SIM is generated using the microscopic traffic simulator [15], [35], [37], [38], which simulates the traffic behaviors of 600 conventional vehicles on a straight six-lane road of length 3 km with periodic boundary conditions. We utilize Cheetah to control the autonomous vehicle to perform lane change maneuvers in SIM. SIM $^{+}$is generated based on SIM, we further set an exit at the 2.5 km of the rightmost lane. We utilize Cheetah ${ }^{+}$to control the autonomous vehicle to perform lane change maneuvers for exiting the road. For the sake of simplicity, only the autonomous vehicle is allowed to exit the road, and it will immediately enter the starting point of the rightmost lane after exiting. In both SIM and $\mathrm{SIM}^{+}$, we set the traffic restrictions as $V_{\min }=0 \mathrm{~km} / \mathrm{h}, V_{\max }=115 \mathrm{~km} / \mathrm{h}$, $D_{s s}=10 \mathrm{~m}$ and $D_{l c s}=10 \mathrm{~m}$ according to [39].

Furthermore, we evaluate our GAS-LED model on a dataset constructed by merging two real-world datasets: NGSIM US101 [40] and I-80 [41]. The merged dataset, called REAL, consists of real trajectories of conventional vehicles traveling on a 1.14 km -length highway segment with six straight lanes. The original trajectories were captured at 10 Hz (10 frames per second) over a period of 45 minutes. We preprocess the dataset by 1) removing the frames with less than 10 vehicles and 2) down-sampling the datasets to a rate of 2 Hz (setting the time step to 0.5 s ). After preprocessing, REAL has 10,542 frames with 9,864 conventional vehicles. On average, there are 223 vehicles per frame, and the speed of vehicle is $33.4 \mathrm{~km} / \mathrm{h}$. Since the distributions of REAL, SIM and $\mathrm{SIM}^{+}$are similar, we can train our GAS-LED model on REAL and use it to do the trajectory prediction in SIM and $\mathrm{SIM}^{+}$.
Parameters Settings. Unless otherwise specified, we set the parameters in Cheetah and Cheetah ${ }^{+}$throughout the experiments as follows. For the trajectory prediction phase, we set both the length of input historical trajectories and the length of predicted trajectories to 5 (i.e., $n=z=5$ ), following the settings used in the existing work [42]. In addition, we train our GAS-LED model by using the Adam optimizer [43] for 15 epochs with a learning rate of 0.001 and a batch size of 64, following the implementations of the previous work [10].

For the maneuver decision phase, we set the speed-up acceleration $a_{u p}$ to $1.2 \mathrm{~m} / \mathrm{s}^{2}$ and the speed-down acceleration $a_{d w}$ to $-3 \mathrm{~m} / \mathrm{s}^{2}$, according to the rates recommended by [44]. We set the length of both PLC area and FLC area to 800 m according to [32]. Moreover, we set the adaptive beam search threshold as $\gamma=0.4$, and the impact factor radius as $R=38 \mathrm{~m}$, which are evaluated in Section VI-F
Compared Methods. We compare Cheetah against several lane change algorithms, including STNS [34], FLS [35], and

(a) Macro (autonomous) (b) Macro (conventional) (c) Micro (conventional)

Fig. 6. Effectiveness of Cheetah
SCMPC [5]. In addition, we compare Cheetah ${ }^{+}$against the modified versions of the above lane change algorithms, i.e., STNS*, FLS*, SCMPC*, and Cheetah*, which are adapted for exiting the road by directly introducing the rule-based exiting strategy FOS [32]. For the evaluation of trajectory prediction, we compare GAS-LED model against the state-of-the-art trajectory prediction models including LSTM [20], S-LSTM [21], CS-LSTM [42], and ED-LSTM [18]. For the evaluation of maneuver decision, we compare our adaptive beam (ABM) search algorithm against several search algorithms, i.e., Bruteforce (BF) search algorithm with fixed width 9, Greedy (GD) search algorithm [30] with fixed width 1, and Beam (BM) search algorithm [31] with fixed width 4.

## B. End-to-End Evaluation of Cheetah

In this section, we study the end-to-end performance of Cheetah by comparing it against several lane change algorithms (STNS, FLS, and SCMPC). We conduct 100 tests in the simulated environment SIM, in each of which the autonomous vehicle is initialized at a random position and drives through 3 km , and measure the effectiveness from two aspects:

- Macroscopic: we record the end-to-end time of the autonomous vehicle and all conventional vehicles traveling 3 km . - Microscopic: we record the average speed change rate of the conventional vehicles affected by (i.e., within radius $R=$ 38 m of) the autonomous vehicle. The speed change rate is defined as $\left|V_{C_{i}}^{t}-V_{C_{i}}^{t-1}\right| / V_{C_{i}}^{t-1}(\%)$, where $V_{C_{i}}^{t}$ and $V_{C_{i}}^{t-1}$ are the speeds of a conventional vehicle $C_{i}$ in two consecutive time steps. This metric directly reflects the extent of impact on the surrounding vehicles.
Macroscopic. We report the average end-to-end driving time of the autonomous vehicle and the conventional vehicles in Figures 6a and 6p. As shown, Cheetah achieves the shortest average driving time for both, which clearly demonstrates that Cheetah can maximize the average speed of the autonomous vehicle, while minimizing the impact on conventional vehicles. Microscopic. We report the average speed change rate of the surrounding conventional vehicles in Figure 6c. We can see that Cheetah causes the least significant impact on the speeds of surrounding conventional vehicles, demonstrating the effectiveness from the perspective of microscopic traffic.


## C. End-to-End Evaluation of Cheetah ${ }^{+}$

In this section, we study the end-to-end performance of Cheetah ${ }^{+}$by comparing it against the modified versions of lane change algorithms (STNS*, FLS*, SCMPC*, and Cheetah*). We conduct 100 tests in the simulated environment $\mathrm{SIM}^{+}$, in each of which the autonomous vehicle is initialized at


Fig. 7. Effectiveness of Cheetah ${ }^{+}$
a random position and drives through 3 km . In addition to measuring the effectiveness from the macroscopic and microscopic aspects as in Section VI-B, we further introduce two microscopic metrics to holistically evaluate the effectiveness of the autonomous vehicle in $\mathrm{SIM}^{+}$. The first metric (Micro1) counts the times of forced lane change of the autonomous vehicle that occurs in FLC area, which reflects the possibility of causing traffic jams or accidents, and the second metric (Micro-2) measures the discomfort factor of the autonomous vehicle, which reflects the driving comfort.
Macroscopic. We report the average driving time of the autonomous vehicle and the conventional vehicles in Figures 7 a and 7b. As expected, Cheetah ${ }^{+}$achieves the shortest average driving time for both vehicles. This clearly demonstrates that Cheetah ${ }^{+}$can maximize the average speed of the autonomous vehicle when it needs to exit the road, while minimizing the impact on its surrounding conventional vehicles.
Microscopic. We report the average speed change rate of the surrounding conventional vehicles in Figure 7. We can see that Cheetah ${ }^{+}$causes the least significant impact on the speeds of surrounding conventional vehicles, demonstrating the effectiveness of our framework from the perspective of microscopic traffic. Further, we give the average times of forced lane change of the autonomous vehicle that occurs in FLC area and the average discomfort factor of the autonomous vehicle in Figures 7d and 7e, respectively. As we can see, Cheetah ${ }^{+}$achieves the least average times of forced lane change and the lowest average discomfort factor. This clearly demonstrates that 1) AutoExit with the exit factor can significantly reduce the occurrences of forced lane change when the autonomous vehicle exits the road; and 2) Cheetah ${ }^{+}$with the discomfort factor can minimize the avoidable fluctuations of both longitudinal acceleration and lateral lane change.

## D. Evaluation of Trajectory Prediction

In this section, we take a break-down evaluation of our GAS-LED model in trajectory prediction phase by comparing it with the state-of-the-art trajectory prediction models (LSTM, S-LSTM, CS-LSTM, and ED-LSTM). To this end, we split the merged dataset REAL into training and test sets with a splitting ratio of $4: 1$. All the models share the same input and output structures, and they are trained on the training set and tested on the test set.

TABLE I
Effectiveness of GAS-LED model

| Lane change classification ACC(\%) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Models | Prediction time step |  |  |  |  |
|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| LSTM | 91.2 | 89.7 | 88.5 | 88.1 | 87.6 |
| S-LSTM | 94.5 | 93.1 | 92.8 | 92.2 | 90.5 |
| CS-LSTM | 95.1 | 94.3 | 93.9 | 93.2 | 91.8 |
| ED-LSTM | 95.8 | 95.2 | 94.6 | 93.5 | 92.3 |
| GAS-LED | $\mathbf{9 6 . 1}$ | $\mathbf{9 5 . 7}$ | $\mathbf{9 4 . 8}$ | $\mathbf{9 4 . 2}$ | $\mathbf{9 3 . 5}$ |


| Motion regression MSE(ft) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Models | $\mathbf{y}$ Prediction time step |  |  |  |  |
|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| LSTM | 0.60 | 0.89 | 1.39 | 1.58 | 1.87 |
| S-LSTM | 0.36 | 0.91 | 1.07 | 1.33 | 1.63 |
| CS-LSTM | 0.39 | 0.81 | 1.27 | 1.59 | 1.90 |
| ED-LSTM | 0.27 | 0.63 | 0.93 | 1.20 | 1.49 |
| GAS-LED | $\mathbf{0 . 2 3}$ | $\mathbf{0 . 6 0}$ | $\mathbf{0 . 8 9}$ | $\mathbf{1 . 1 6}$ | $\mathbf{1 . 4 7}$ |



Fig. 8. Efficiency of GAS-LED model
Effectiveness of GAS-LED Model. We study the lane change classification task and the motion regression task separately, and for both tasks we use historical trajectories of length 5 to predict trajectories of the next 5 time steps on the test set. We report the Accuracy (ACC) of the lane change classification task and the Mean Squared error (MSE) of the motion regression task in Table I. As depicted, for both tasks, our proposed GAS-LED model outperforms all the other models for all prediction time steps.
Efficiency of GAS-LED Model. To study the efficiency of the model, we record the curve of the training loss in the first three training epochs for all the models on the training set. We choose the Cross-entropy loss and Mean Squared error as the loss metrics, and plot the loss curves in Figures 8 a and 8 b . As shown, our GAS-LED model is minimized at around 1 epoch, while the other models are minimized at around 1.5 epochs. This is because our model relies on the state sharing of encoder-decoder structure, thus reducing the training convergence time.
Necessity of a Continuously Updated Model. To demonstrate the necessity of a continuously updated model in maintaining a high trajectory prediction accuracy, we compare the effectiveness of GAS-LED model under two training strategies:

- Constant model (CT): we train GAS-LED model using the entire training set, and use it to do the trajectory prediction for the entire test set.
- Updated model (UD): we further divide the training and test sets into time windows. We train GAS-LED model on each training window, and use it to do the trajectory prediction on the corresponding test window.
For GAS-LED model under CT and UD, we record the average lane change ACC and motion MSE of all prediction time steps in Table $\Pi$ We can see that the effect of the updated model is much better than that of the constant model. This proves

TABLE II
Effectiveness of GAS-LED model under CT and UT strategies

| Strategies | Lane change ACC(\%) | Motion MSE(ft) |
| :---: | :---: | :---: |
| CT | 86.5 | 1.94 |
| UD | $\mathbf{9 2 . 7}$ | $\mathbf{1 . 4 9}$ |



Fig. 9. Effectiveness of GAS-LED model in Cheetah


Fig. 10. Effectiveness of GAS-LED model in Cheetah ${ }^{+}$
that the trajectory prediction model needs to be updated in continuously changing environments to maintain accuracy.
Effectiveness of GAS-LED Model in Cheetah and Cheetah ${ }^{+}$. We study the effectiveness of GAS-LED model when putting it in Cheetah and Cheetah ${ }^{+}$with maneuver decision. We compare GAS-LED model against other trajectory prediction models in terms of effectiveness as in Sections VI-B and VI-C. The results are shown in Figures 9 and 10 . We can see that in Cheetah and Cheetah ${ }^{+}$with the maneuver sequence search module, the proposed GAS-LED model outperforms all the competitive models, due to the synergy of our GAS-LED model and maneuver sequence search module. Other models pay more attention to location information rather than the lane change behaviors. This shows that our GAS-LED model not only outperforms other models in the stand-alone trajectory prediction task, but also is effective in lane change planning. Ablation Study of GAS-LED Model. We further evaluate the performance of the dual-model structure (DMS) and the state sharing mechanism (SSM) proposed in GAS-LED model. The ablation study is conducted by comparing GASLED model against two alternative models: GAS-LED-w/oDMS, which utilizes a single-model structure similar to multitask learning, and GAS-LED-w/o-SSM, which uses a vanilla encoder-decoder approach [18] instead of SSM. Specifically, we record their average lane change ACC and motion MSE of all prediction time steps in Table III. We can see that GASLED model outperforms the GAS-LED-w/o-DMS and GAS-LED-w/o-SSM models. This provides strong evidence that both the DMS and SSM significantly enhance the effectiveness of lane change classification and motion regression.

TABLE III
Ablation Study of GAS-LED model

| Models | Lane change ACC(\%) | Motion MSE(ft) |
| :---: | :---: | :---: |
| GAS-LED-w/o-DMS | 88.3 | 1.77 |
| GAS-LED-w/o-SSM | 89.2 | 1.65 |
| GAS-LED | $\mathbf{9 2 . 7}$ | $\mathbf{1 . 4 9}$ |



Fig. 11. Effectiveness and efficiency of adaptive beam search

## E. Evaluation of Maneuver Decision

In this section, we take a break-down evaluation of our maneuver sequence search module in maneuver decision phase. We compare our adaptive beam (ABM) search algorithm against several search algorithms (BF, GD, and BM). We conduct 100 tests in SIM and SIM $^{+}$separately, in each of which the autonomous vehicle is initialized at a random position and drives through 3 km . Since the experimental results of all search algorithms are similar in both simulated environments, here, we only present the results in SIM.
Effectiveness of Adaptive Beam Search Algorithm. To study the effectiveness of the adaptive beam search algorithm adopted in our maneuver sequence search module, we compare the accuracy of the maneuver results of different search algorithms. As BF search algorithm without any pruning is guaranteed to produce the globally optimal result, we define the accuracies of GD, BM , and ABM as the ratios that these algorithms will generate the same maneuver as BF . We report the accuracy results in Figure 11a. We can see that the accuracy of our ABM search algorithm is noticeably better than other algorithms since we take adaptive nodes in each layer of the maneuver tree to search the optimal path. ABM search algorithm improves the accuracy by $3.6 \sim 10 \%$ compared to other algorithms, which evidences the effectiveness of our adaptive beam search algorithm.
Efficiency of Adaptive Beam Search Algorithm. We also compare the search response time and the number of searched nodes of different search algorithms in Figures 11p and 11. As we can see, ABM search algorithm prunes $23 \sim 46 \%$ nodes during the search process, which results in $18 \sim 38 \%$ response time reduction for BM search algorithm and BF search algorithm. GD search algorithm takes the shortest response time since it only considers one candidate node in each layer. Therefore, it will mistakenly prune many highconfidence nodes, leading to a low accuracy for the search.

## F. Effect of Parameters

In this section, we study the effect of the parameters used in Cheetah and Cheetah ${ }^{+}$. Since the results of Cheetah and Cheetah ${ }^{+}$are similar, we only present the results of Cheetah. Effect of Adaptive Beam search Threshold $\gamma$. We conduct a grid search for the threshold $\gamma$ used in our adaptive beam search algorithm from 0 to 1 with stride 0.1 , and measure


Fig. 12. Effect of threshold $\gamma$ (accuracy)


Fig. 13. Effect of threshold $\gamma$ (response time)


Fig. 14. Effect of radius $R$ (average impact factor)
the accuracy and response time of the search algorithm under different $\gamma$. The results are depicted in Figures 12 and 13 We can see that when $\gamma$ is greater than 0.4 , the accuracy begin to decline rapidly while the response time tends to stabilize. Thus, we choose $\gamma=0.4$ to balance accuracy and efficiency. Effect of Impact Factor Radius $R$. The radius of the impact factor determines the size of the nearby environment that the autonomous vehicle needs to consider. An overly large radius will cause calculation redundancy; conversely, an overly small radius will ignore important nearby vehicles. And intuitively, the radius is proportional to the maximal speed for the road. Therefore, the radius is formalized as: $R=k \times V_{\max }$. We test the parameter $k$ at different $V_{\max }$ values, i.e., highway $=32 \mathrm{~m} / \mathrm{s}$, urban $=15 \mathrm{~m} / \mathrm{s}, 20 \mathrm{~m} / \mathrm{s}$ and downtown $=5 \mathrm{~m} / \mathrm{s}$, so as to calculate the average impact factor under different $R$. We took the average value of the impact factor under each candidate value of $V_{\max }$ to compare the different values of $k$. As shown in Figure 14, when $k$ equals to 1.2 , the increasing trend of the impact factor slows down, which means the impact factor tends to stabilize. Thus, $k=1.2$ is taken as the default. Correspondingly, we set the radius in the experiments as $R=38 \mathrm{~m}$ w.r.t. $V_{\max }=32 \mathrm{~m} / \mathrm{s}(115 \mathrm{~km} / \mathrm{h})$.

## VII. Related Work

Lane change is one of the most conventional behaviors in autonomous driving. In this study, an autonomous vehicle is supposed to plan a series of lane change maneuvers. Existing lane change planing studies typically consider the driving safety and comfort of the vehicles [5], [6], [34], [35]. For example, [5] presents a novel control algorithm for lane change assistance and autonomous driving on highways based on Scenario Model Predictive Control (SCMPC). The basic idea is to account for the uncertainty in the traffic environment by a small number of future scenarios to perform safe lane change. [34] proposes a classical cellular automata model
(called STNS) for planning the behaviors of vehicles, where a set of rules are applied to judgement the future lane change maneuvers. [6] presents a kinematics model for lane change, which can plan the trajectories based on the characteristics of polynomials. Besides, the infinite dynamic circles are applied to detect collision during lane change. [35] proposes a Freeway LaneSelection model (FLS), which will enable transportation professionals to more accurately model lane-changing behaviors on freeways. FLS algorithm consists of choice of target lane and gap acceptance decisions, which aims to output the most accurate lane change maneuver. Our study focuses on the impact of the lane change maneuver of the autonomous vehicle, aiming to alleviate 'phantom' traffic jams.

Urban computing [45] aims to solve the issues caused by human's rapid progress in urbanization, such as traffic signal control [46]-[48], bike lane planning recommendation [49], [50], crime rate inference [51], crowd flow alert [52], [53], and resource rebalancing [54]. This study aims to optimize the lane changing maneuvers of autonomous vehicles, thereby enhancing the overall efficiency and safety of autonomous driving in urban or highway environments.

## VIII. Conclusion

In this paper, we propose Cheetah, a prediction-and-decision framework that helps the autonomous vehicle change lanes more wisely. To make our framework applicable to more scenarios, we further propose Cheetah ${ }^{+}$that makes the autonomous vehicle adapt for exiting a road and meet the requirement for driving comfort. Extensive experiments based on both real and synthetic datasets also confirm the superiority of our proposed framework over state-of-the-art approaches in terms of both macroscopic and microscopic effectiveness.
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